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 3 

 METHODS OF INTEGRATION OF YANG-MILLS SELF-DUALITY EQUATIONS 
 

M.A. MUKHTAROV 
Institute of Mathematics and Mechanics 

370602, Baku, F. Agayev str. 9, Azerbaijan 
 

The present work is the review of the effective group-theoretical methods developed by the author of construction of the exact 
solutions of the Yang-Mill's autoduality equations. 

 
1.      INTRODUCTION 

Over the last few years self-dual Yang-Mills equa-
tion has attracted a fair amount or attention.  It has been 
shown [1-8] that a large number of one, two and (1+2)-
dimensional integrable models such as Korteweg-de 
Vries, N-waves, Ernst, Kadomtsev-Petviashvili, Toda 
lattice, nonlinear Schrodinger equations and many others 
can be obtained from the four-dimensional self-dual 
Yang-Mills equation by symmetry reduction and by im-
posing the constraints on Yang-Mills potentials. 

The universality of the self-dual Yang-Mills 
(SDYM) model as an integrable system has been con-
firmed in the paper [9] where the general scheme of the 
reduction of the Belavin-Zakharov Lax pair for self-
duality [10] has been represented over an arbitrary sub-
group from the conformal group of transformations of R4-
space. As the result of this reduction one has the Lax pair 
representation for the corresponding differential equations 
of a lower dimension. 

The problem of constructing of the instanton solu-
tions in the explicit form for semisimple Lie algebra, rank 
of which is greater than two, remains also important for 
the present time.  

The present work is the review of the effective 
group-theoretical methods developed by the author to-
gether with Prof. A.N.Leznov of construction of the exact 
solutions of the Yang-Mill's autoduality equations. 

The algebraic perturbation method, known in the 
scientific literature as Leznov-Mukhtarov method, the 
Riemann problem method and a method of discrete trans-
formations have allowed to obtain for the first time new 
classes of exact decisions of  autoduality equations of  for  
an arbitrary semisimple algebras [11-17].   
 
2.     ALGEBRAIC PERTURBATION METHOD 

Self-dual equations are the systems of equations for 
the parameters of a group element G considering as the 
functions of four independent arguments z,z ,y, y . 
 

     ( ) ( ) 0GGGG
y

1
yz

1
z =+ −−       ,              

(2.1) 
 
where GG tt ∂= . 

The system of equations (2.1) can be partially solved 
 

       z
1

yy
1

z fGG,fGG −=+= −− , 
 
where the element f takes values in the algebra of corres-
ponding group. 

System of equations on f  has the following form  

 
    0]f,f[ff yzyyzz =++        (2.2) 

 
The coupling constant in gauge theories is always 

introduced as a coefficient at the terms quadratic on fields 
and from this point of view the introduction of the interac-
tion constant corresponds to adding of the factor g2at the 
term ],[ yz ff in eq,(2.2). From the experience of working 
with two-dimensional system we introduce the interaction 
constant in a different way as the parameter of group In-
onu-Wigner deformation in the corresponding semisimple 
algebra, i.e., we will consider that the element f belongs 
not to semisimple algebra but to an algebra following 
from it by Inonu-Wigner deformation. Technically it 
means that the commutation relations between simple 
roots and Cartan elements of the semisimple algebra 

 

[ ] [ ] ±±−+ ±== ββαβαααββα δ XKX,h,hX,X   (2.3a) 
 

transform into 
 

 [ ] [ ] ±±−+ ′±=′′′=′′ ββαβαααββα δ XKXhhgXX ,,, 2 .(2.3b) 
 

It is easy to note that when the parameter is equal to 
zero the semisimple algebra transforms into a solvable 
one but the structure of its positive and negative spaces is 
the same as in a semisimple algebra. Incidentally the li-
near equations correspond to a vanishing value of the in-
teraction constant and the integration of the equations is 
trivial. The internal symmetry algebra is not semisimple 
but solvable, defined by relations (2.3a) and (2.3b) when 
g=0. Then the algebra of nonlinear system and of the li-
near system following from it by the contraction operation 
are the same and this makes it possible to connect them 
through the Backlund transformation and intregrate them 
in an explicit form.  

The contraction operation is equal to multiplication 
of the compound root Xα on αng , where nα is its height 
(the number of simple roots from which it is formed). The 
generators of the space with zero graduate index are Car-
tan elements. The terms ±

αgX  are the elements of the 
space with graduate index unity. All pair commutations 

[ ]±±
βα gXgX ,  and the Cartan elements ±

αXg 2  are the 
elements of the space of graduate index 2, that is, the se-
lection of corresponding order terms from system (2.2) is 
equivalent to considering that the element  f belongs to the 
infinite dimensional solvable algebra, whose structure of 
graduate subspaces is described above. 
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We will consider the algebra of eq. (2.2) as being fi-
nite solvable or infinite dimensional. The basic vectors of 
the zero invariant subspace will be denoted by hα and 
their corresponding functions by τα , that is, the element 
of the zero invariant subspace H is identical equal 

to ∑=
=

r

i iihH
1
τ .  

From (2.2) it follows that  
 

� 0=H                                 (2.4) 
 

or  
 

� 0=iτ ,             (2.5) 
 

i.e.,  τα is the solution of the Dalamber equation, whose 
general solution depends on two arbitrary functions of 
three independent variables. 

For the functions of the first invariant subspace X1, 

equal to ∑=
+=

r

i
i

i aXX
1

1 we have from (2) 

 
 � [ ] [ ] 0,, 111 =++ yzyz HXXHX ,    (2.6) 

  
          � i

y
i
z

i
z

i
y

i aaa ρρ −= , 
 

where iρ is defined by the relation 
 

            [ ] ++ = i
i

i XXH ρ, . 
 

For the often occurring combination of the functions 
)( yzzy ff ϕϕ − we introduce the notation zyf ,},{ϕ . 

Equation (2.6) possesses the Backlund transformation of 
the following form: 

 

              
i
z

ii
z

i
y

i
y

ii
y

i
z

baa

baa

−=+

=−

ρ

ρ ,
.        (2.7) 

 
From these relations it follows that the functions 

ib satisfy the same equation (2.6) when iρ satisfy  
 
                     � 0=iρ  
 

We will make the assumption that ii ab λ= . Then 
one rewrites system (2.7) in the form 

 

             
i
z

ii
z

i
y

i
y

ii
y

i
z

aaa

aaa

λρ

λρ

−−=

+= ,
.        (2.8) 

 
Solving (2.8) we obtain the particular solution for 

(2.6) of the following form: 
 

iByzzyiAia exp),,( λλλ −+= ,   (2.9) 

where 
 

i
zy

z
yz

yiB ρ
λλ

exp)
)/(/

/
)/(/

/(
2
1

∂∂+∂∂
∂∂

−
∂∂−∂∂

∂∂
=  

 
Due to the fact that λ is an arbitrary parameter and 

the initial equation is linear for ia , the sum of solutions 

is again a solution and therefore λλ dai )(∫  will be so-

lution of eq.(2.6) too. As is seen from the explicit relation 
(2.9) the solution depends on one arbitrary function of 
three independent arguments, but the general solution 
must depend on two arbitrary functions, thus the con-
structed solution is a particular one.  

The equation of the second invariant subspace 2X  
 

 [ ]+++
<

+ == ∑ βααββα
αβ

αβ XXXaXX ,,2 , 

 
has the form 
 
 �

[ ] [ ] [ ] 0,,, 11222 =+++ yzyzyz XXHXXHX  

or 
    � { } { } 0,, =+++ zyzy aaaa βααββααβ ρρ .(2.10) 
 
Equation (2.10) is a nonhomogeneous one, whose non-
homogeneities are given by the constructed functions ia . 
One of the particular solutions of this equation has the 
following form: 
 

                  λλαβαβ daB )(
2
1
∫= , 

Where 
 

              [ ]1)(),()( λλλ βααβ aaa =  
 
By the commutation of two functions gf , we obtain the 
following expression: 
      
 

[ ] ∫∫ ′−
′′

−
′−
′′

=
λλ
λλλ

λλ
λλλλλ dfgdgfgf )()()()()(),( 1  

 
 
Using relations (2.8) and carrying out a number of iden-
tical algebraic transformations we get that 

[ ] λλλ βα daa∫
1)(),(

2
1

 satisfies (2.10). Adding to 

obtained solution the solution of a homogeneous equation 
according to scheme (2.8) we get a particular solution of 
(2.10) dependent on one more function of three variables.  
The general scheme of reduction is the following: for the 
function of the nth invariant subspace we have the equa-
tion 
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�

[ ] [ ] [ ] 0,,, 1
1

1
=+++ −−

−

=
∑ kn

y
k
z

n

k
y

n
z

n
yz

n XXHXXHX  

 
The assertion of reduction consists of the fact that the 
particular solution of this equation  
 

    λλαααααα da
n

B nn )(
!

1 ,...,,,...,, 2121 ∫=  

 
is defined by the use of the previous reduction stages by 
the formula 

 

1
1

1

,...,,...,,1
2

,...,, ],[ 12121 ∑
−

=

−
−

+=
n

s

s
n

nssn aaCa αααααααα .      (2.11) 

 
Finally, formula (2.11) solves the problem of con-

structing the solutions of (2.6) in the case of semisimple 
algebra, moreover the constructed solutions depend on 
arbitrary functions, the number of which is equal to the 
sum of the dimension of algebra and the dimension of its 
invariant subspace with the zero graduate index, and gives 
the explicit expressions for each function of the invariant 
subspace with the finite graduate index. 

 
3.     RIEMANN-HILBERT PROBLEM METHOD 

It is possible to generalize the so-called’t Hooft's so-
lutions to the case of arbitrary semisimple Lie algebra and 
in the special case to find )4(O -invariant solution with 
topological charge equal to one. The solution depends on 
r -independent linear self-dual systems, each of which 
contains 12 +αω , where αω  are indexes of the semi-

simple algebra. The )4(O -invariant solution, having no 
singularities in the whole four dimensional space, arises 
when the solutions of chains of linear systems are simply 
numerical constants. 

From the group of motion of four dimensional space 
( ) ( )4,,, 4321 Rxxxx ∈  let us choose the group ( )2SU  
which transforms the pair complex coordinates 

);(, 4321 xxzxxyzy +=+= as the components of 
the two-dimensional (spinor) representation of this group. 
The components of conjugated spinor ( )yz −,  and any 

linear combination of the form ( )yzzy λλ −+ , are 
transformed at the same way. The infinitesimal operators 
of this algebra )(, 0 HLL± have the form 

 

     

y
y

z
z

z
z

y
yL

z
y

y
zL

y
z

z
yL

∂
∂

−
∂
∂

+
∂
∂

−
∂
∂

=

∂
∂

−
∂
∂

=

∂
∂

−
∂
∂

=

−

−

+

,

,

 

 
The algebra ( )RSL ,2  may be embedded in gauge 

algebra in many unequivalent ways. Here we shall use the 
so-called principal embedding, the infinitesimals opera-
tors of which are defined as: 

 

    ∑∑ ==
+

± ==
r

i ii
r

i ii hHXJ
00

, ωω  

 
where ii hX , are the generators of the simple roots and 
Cartan elements of a semisimple algebra, 

∑ =
−=

r

i jij k
0

1)(ω  is the set of its indexes, k is the 

Cartan matrix and r  is its rank. 
The generators of a semisimple algebra can be de-

composed into multiplets, i.e., they may be marked by the 
quantum numbers ( )ml,  of irreducible representation of 

the ( )RSL ,2  algebra. We are interested in the solution 
of self-dual equations, which are invariant with respect to 
the total momentum LJS


+= . For this purpose we 

need our element 0F  from the algebra which satisfies the 
reduction condition  

 
                             [ ] 0,0 =SF


  

  
To construct such an element let us notice that from 

the components of a spinor we may construct ( )12 +l -
ordered vectors 

)20()()( 2 lyzzy ll ≤≤−+= − αλλξ αα
α which are 

transformed according to the )12( +l -dimensional re-

presentation of the algebra ( )RSL ,2 . Contracting these 
vectors with generators of gauge algebra, having the same 
quantum numbers, we get the invariant 0

lF connected 

with the l -multiplet.  
For instance, three basic vectors 

22 )(),)((,)( zyyzzyyz λλλλ +−+−  are trans-
formed according to vector representation of the 

( )RSL ,2  algebra and the corresponding invariant has 
the form: 

 

+− ++−++−= JzyHyzzyJyzF 221
0 )())(()( λλλλ

 
as can be verified by direct calculations. 

In general,  
 

                        ∑ =
=

r

i
i

i FcF
1 00  

 
where summation is over all multiplets of the algebra. 

As 0F is invariant with respect to the total momen-
tum it is always possible to transform it to the coordinate 
system where 
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    ;,,0 zzyyRRzzyy +=====  
 

so 0F may be presented in the form 
 

1

1
0 ))exp()(exp( −

−
=

+− −= ∑ TJJRcJTF
r

λλ
α

αω
α

α (3.1) 

 
where 

 

 )lnexp()exp()exp(
z
RH

R
zyJ

z
yJT ++−=  

 
α
+J is highest vector of α -multiplet, having the 

properties 
 

[ ] [ ] 0,,2, == ++++
βαα

α
α ω JJJJH  

 
The last commutativity relations of the highest vec-

tors belonging to different multiplets distinguish the prin-
cipal embedding from the others. 

Let us rewrite the self-dual equations in Yang's form  
 

             zyyz fGGfGG −=+= −− 11 , ,        (3.2) 
 

where the elements G and f take values in the gauge 
group and gauge algebra respectively. To integrate 
Eq.(3.2) it is necessary to solve the homogeneous Rie-
mann problem  

 
                −+ Ω=Ω= cc

Fe 0 ,       (3.3) 
  

where  are the boundary values of analytical functions, 
taking values in the gauge group, and are defined outside 
and inside of the contour c  , respectively; 0F  is an arbi-
trary function of three independent va-
riables ),,(0 λλλ yzzyF −+ taking values in the gauge 
algebra. The boundary condition for (3.2) is 

λ
F

+→Ω+ 1  when ∞→λ  . The point 0=λ  is 

inside and the point ∞=λ  is outside the contour c . 
Using the usual methods for the Riemann problem it may 
be proved that Eqs.(3.2) are fulfilled if we take 

FfG =Ω=
=

− ,
0λ

are taken from the solution of 

Riemann problem. 
If we want to find the solution of the self-dual equa-

tions, which are invariant with respect to the total momen-
tum S , we must take 0F  in form (3.1), where αc are 

arbitrary functions of λ : )(λαα cc =  . 
Here we shall consider the more general case sup-

posing that ),,( λλλαα yzzycc −+= .  The same 

arguments will be used for the function 0F . 

Now we shall solve the Riemann problem for this 
case. 

First of all, we include the element T , which is 
λ independent, and rewrite (3.3) in the form 

 
−−+−+ Ω=Ω

−−

∑ c
J

c
J eeJc λλ

αα )(exp  
 

From this moment we include the factor αωR in 

α
ω

αα
α cRcc →: . 

Let us perform some identical transformations: 
   

( ) .1,/~
,)~(exp

)~(exp)(exp

1
1

/ln

/

−−+

−+

−+−+

−=∂−=

=

==
+

−+−

∑
∑∑

α
α

αααα

λλ
αα

λλ
αα

λ
αα

λ JMMJcc

eeMJc

eeJceJc
JH

JJJ

 

 
Taking into account the commutativity of the highest 

vectors [ ] 0, =++
βα JJ and using the Sokhotsky-Plemeli 

formulae, we have  
   

( )
( ) ( ),)(exp

)(exp
/

/ln

λλλ
αα

λλ
αα

peMJc

eeJc

c
J

c
JH

≡Ω=

=Ω
−−−−

+−−+

−

+

∑
∑

(3.4) 

 
where  

     

( ) ( ) ( )( ) ( )λλλ
λλ
λλλ ααα

α
α cccdcc c

~;)(
=−

′−
′′

= −++ ∫  

 
All factors of the left-hand side of (3.4) are analytical 

outside the integration contour and the ones on the right-
hand side - inside it. Thus, from the Liouville theorem we 
may conclude that the function ( )λp  taking values in the 
group has in any representation the matrix elements which 
are polynomial over λ  in the whole complex plane. 

The asymptotic condition  
 

λ
F

+→Ω+ 1  

 
allows us to find the coefficients of polynomials of each 
matrix element and to solve the self-dual equations in the 
case under consideration.  

To make the situation clearer we shall use the me-
thod in the simplest case of the ( )RSL ,2 gauge algebra. 

Let's parameterize the group element +− Ω
+ λ/Je by Eu-

ler's angles:  
 

 −+
+− =Ω

+

JHJe J βταλ expexpexp/  
 

and take the elements HJ ,± in two dimensional repre-
sentation. Under these assumptions Eq.(3.4) takes the 
form:  
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 +
==

=














+++ −++

0
)(

1)1()1(

0

00

2121

c
p

eecec

ee

βτλ
λ

λ
βα

λ
λα

λ
λ

λβλ
τττ

ττ

(3.5) 

 
where we have used the asymptotic expansion of the 
Cauchy integral at the infinite point 
 

   

∫

∫
′′′=

++++=
′−
′′

=

λλθλ
π

θ

λ
θ

λ
θ

λ
θ

λλ
λλθ

π
θ

d
i

d
i

m
m

n
n

)()(
2
1

,)(
2
1

2
10 

 

 
and the asymptotical conditions  

 

+
−

+→Ω ++− +

λ
λ JFe J 1/  

i.e. 
 

∑

∑
∞

=
+∞→

∞

=
+∞→

∞→

=

=

++=

0
1

0
1

0

,

,1

s
s

s

s
s

s

e

λ
ββ

λ
αα

λ
τ

λ

λ

λ

τ 

 

  
From (3.5) we have 

 

( ) +
−

++−=







−

+
=

+=

λ
ττ

τλ
λα

λ
ττ

2
2
00

0021
0

02

0 ,1

cccccc

e
 

i.e. 
 

0

2
1

20
0

1
0 ,

c
cc

c
c

+−=−= ατ  

 

In the same way we get 
0

0
1
c

−=β and for f we 

have:  









+−+−








−=

=+++=

−+

−++

0

2
1

2
0

1

0

000

11
c
ccJ

c
cH

c
J

JHJJf ατβ
 

 
After the necessary transformation 

fTTf 1−→ and some trivial gauge transformation 
f turns into the 't Hooft solution in its usual form 

 









+−+−= −+

0

2
1

2
0

1

0

1
ϕ
ϕϕ

ϕ
ϕ

ϕ
JHJf  

 
where 210 ,, ϕϕϕ are the terms of the chain of the self-

dual linear equations which are connected with 210 ,, ccc  

by the relations  

Rz
yc

Rz
yc

R
c

1

,1

,1

2

22

11

00







+=

+=

+=

ϕ

ϕ

ϕ

 

 
For the solution of self-duality equation for an arbi-

trary semisimple algebra using the above approach we 
refer to [11]. 

 
4.     DISCRETE SYMMETRY TRANSFORMATION  
        METHOD  

Following [12], for the case of a semisimple Lie al-
gebra and for an element f being a solution of (2.2), the 
following statement takes place: 

 There exists such an element S taking values in a 
gauge group that  

 

   

MM
1

MM
1

X
f~
1

y
X,

z
f~

f~
1

z
S

S

X
f~
1

z
X,

y
f~

f~
1

y
S

S

−−

−

−−

−

∂
∂

+







∂
∂

=
∂
∂

∂
∂

−







∂
∂

=
∂
∂

 (4.1) 

 
Here XN is the element of the algebra corresponding 

to its maximal root divided by its norm, i.e., 
      

[ ] [ ] ±±−+ ±== X2X,H,HX,XM  , 
 
−− f~  - is the coefficient function in the decomposition 

of f~  of the element corresponding to the minimal root of 
the algebra, 1ff~ −= σσ  and where σ is an automorf-
ism of the algebra, changing the positive and negative 
roots. 

In the case of algebra SL(3,C) we’ll consider the 
case of three dimensional representation of algebra and 

the following   form of 














−
=

001

010

100

σ . 

The discrete symmetry transformation, producing 
new solutions from the known ones, is as follows:  
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11 S
z
S

S
y
f~

S
y
F −−

∂
∂

+
∂
∂

=
∂
∂

, 

               11 S
y
S

S
z
f~

S
z
F −−

∂
∂

−
∂
∂

=
∂
∂

             (4.2) 

 

3. Let's represent the explicit formulae for transfor-
mation of the self-duality equations in the case of SL(2,C) 
algebra

  
 −−−+++ +++++++= 2,12,1221122112,12,12211 XaXaXahhXXXf ττααα ,                          (4.3)

In connection with the general scheme, first of all, it is necessary to find the solution of the equations (4.1) for the 
SL(3,C) valued function S for given f, solution of self-duality equation (2.2). 

From (3) it is clear that S is upper triangular matrix and can be represented in the following form: 
 

  HexpXexpXexpXexpS 0222,12,111 ββββ +++= ,                                            (4.4) 
 

where H=h1+h2. 
After substitution of the last representation of S into (4.1) and taking into account (4.2), we have at every step of 

the recurrent procedure the following relations 
 

                      12212,10 ,,ln αβαβαβ ===   

2y12,1y21z2,1y2,1 )()()()( αααδδαβ −+−=                 (4.5) 

                      2z12,1z21y2,1z2,1 )()()()( αααδδαβ −+−−=                          
 

As the initial solution we'll take the explicit solution f belonging to the algebra of upper triangular matrixes: 
 

22112,12,12211 hhXXXf ττααα ++++= +++                                          (4.6) 
 

The component form of self-duality equations for this case is following 
 

� 0i =τ , � z,yiii },{ αδα =    ,    i=1,2, 

                                                     � z,y2,1212,1 },{ αδδα +=        ,                                                      (4.7) 
 

where �=
yyzz

22

∂∂

∂
+

∂∂

∂ ;
122211 2,2 ττδττδ −=−=  and figure brackets of two functions g1 and g2 denotes : 

z

g

y

g

z

g

y

g
}g,g{ 1221

z,y21
∂

∂

∂

∂
−

∂

∂

∂

∂
= . 

The general solution of system (4.7) takes the form 
 

∫∫ −==
c

iii

c

ii ,d))(exp()(,d)( λλδλααλλττ

∫ =
′−

′′′
=

c

i
i ,2,1i,

d))(d
)(

λλ
λλδλλδ  

   

∫∫∫ ′−
′−′′

−+−−=
c

22
1

c

1

c

212,12,1

))(exp()(d
d))(exp()(d))()(exp()(

λλ
λδλαλλλδλαλλδλδλαα   

(4.8) 
 

Here the circle integration goes over the complex parameter λ and all integrated functions are arbitrary functions 
of three independent variables ).,,( λλλ yzzy −+     

By the direct check one can be convinced that (4.8) are the solutions of equations (4.7).  
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Let’s represent two types of Backlund transformation by means of which one can construct new types of solutions 
of equations (9) from the known solution (10). For solutions of first two equations of (9) this two Backlund transforma-
tions are the same: 

 

y
1k

i
k
iyiz

k
i )()()( +=− ααδα 2,1i,)()()( z

1k
i

k
iziy

k
i ==−− +ααδα                (4.9) 

 
For solutions of the third equation of the system (4.7) they are different: 

 
                 y

1k,0
2,1

k
2y

k
1

k,0
2,1y21z

k,0
2,1 )()()()( +=−+− ααααδδα  

z
1k,0

2,1
k
2z

k
1

k,0
2,1z21y

k,0
2,1 )()()()( +=−+−− ααααδδα                 (4.10) 

and 
                 y

0,1k
2,1y

k
2

k
1

0,k
2,1y21z

0,k
2,1 )()()()( +=++− ααααδδα    

z
0,1k

2,1z
k
2

k
1

0,k
2,1z21y

0,k
2,1 )()()()( +=++−− ααααδδα                                    (4.11) 

 
Note that starting, zero step of upper transformations procedure coincides with initial solutions  (4.8). 
Let’s return to the solution of the equation (4.5) at the first step of the recurrent procedure. Comparing (4.5) and 

(4.11) we came to the conclusion that 1,0
2,12,1 αβ = . 

Finally, knowing all components of matrix S and using (4.2) we can express the solution
 

−−−−−−++++++ +++++++= 2,12,122112
0
21

0
12,12,12211 XFXFXFhFhFXFXFXFF  

 
 of self-duality equations at the first step of the recurrent procedure in terms of chains (4.9)-(4.11): 
 

0,0
2,1

1,0
2,1

2
0
20,0

2,1

0,1
2,1

1
0
1 F,F

α
α

τ
α
α

τ +=+=                      

0,0
2,1

0
1

20,0
2,1

0
2

10,0
2,1

2,1 F,F,
1

F
α
α

α
α

α
−=== −−−  

1,0
2,1

0,0
2,1

1
2

0
2

0,0
2,1

20,1
2,1

0,0
2,1

1
1

0
1

0,0
2,1

1

1
F,

1
F

αα
αα

ααα
αα

α
−=−= ++ , 1,1

2,1
0,1
2,1

1,0
2,1

0,0
2,1

0,0
2,1

2,1

1
F

αα
αα

α
=+  
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Results of angle dispersive X-ray diffraction (ADXRD) measurements on the defect chalcopyrite (DCP) compound, ZnAl2Se4, 

up to 31.5 GPa is presented. The ambient tetragonal phase is retained in ZnAl2Se4 up to about 10.5 GPa. The value of the bulk 
modulus estimated from pressure-volume data is 43.7 GPa in the chalcopyrite phase. The high pressure and the pressure quenched 
phases have a disordered rock salt and a disordered zinc blende structure with broad X-ray diffraction lines as is the case with the 
other chalcopyrites. Reverse Monte Carlo (RMC) simulations of the X-ray diffraction data carried out indicate that the disorder in the 
NaCl phase is due to a partial retention of the four fold coordination in addition to the random mixing of metal ions and vacancies. In 
the ZnS phase, the disorder is due to the random mixing of metal ions and vacancies. 
 
PACS:  64.30.Jk, 61.50.Ks, 64.60.Cn, 61.43.Bn 
Keywords: C. X-ray diffraction, C. High Pressure, A. Semiconductors, A. Optical materials, C. Reverse Monte Carlo 
simulations 
 

I. INTRODUCTION 
The tetrahedral coordination and the covalent 

bonding found in the diamond structure of group IV 
elements is retained in the binary ZnS, and the ternary  
AnB4-nC4 (n = 1, 2 and 3) and the AIIB2

IIIC4
VI materials, 

but with incremental disorder or ordered vacancies [1]. 
They form a natural bridge between the perfect and 
disordered crystals. The large band gap semiconducting 
ternary materials of the type AIIB2

IIIC4
VI belonging to this 

category, crystallize in the defect chalcopyrite (DCP) 
tetragonal structure and have crystallographically ordered 
arrays of vacancies in the cation (A and B) sublattice [2]. 
Under pressure these DCP compounds are expected to 
exhibit high compression and large tunability of physical 
properties. Several AIIB2

IIIC4
VI compounds have been 

extensively investigated both theoretically and 
experimentally for their high pressure behavior [2-13]. 
Available data indicate that most of them transform to a 
disordered rock-salt structure under pressure and to a 
metastable disordered ZnS structure on pressure release 
[4-8]. This behavior has implications on pressure induced 
disordering/ amorphization..  

Several qualitative and some microscopic models 
have recently evolved to account for this interesting 
phenomenon. Martensitic crystal-crystal transformations 
with increasing pressure yielding a nano-crystalline 
structure depending on the defect density, compression 

rate, and nucleation and growth barriers have recently 
been proposed. According to another model [14], if one or 
more flat branches of the phonon spectrum of a material 
become soft with increasing pressure, then a displacive 
disorder that can account for the range of the features 
displayed by many materials that undergo amorphization 
can occur. The study of amorphization of materials with 
inbuilt disorder such as DCP materials is hence interesting 
and can aid in the formulation of general microscopic 
models of pressure-induced amorphization.  

In the present study we supplement our earlier high 
pressure structural and spectroscopic studies on HgAl2Se4, 
CdAl2S4,  ZnAl2Se4 and CdAl2Se4 [6,7]with structural 
investigation and Reverse Monte Carlo (RMC) 
simulations of disordering under compression on 
ZnAl2Se4 .  
 
II. EXPERIMENTAL DETAILS 

ZnAl2Se4 was grown using the usual chemical vapor 
transport (CVT) with iodine as transporting agent [15]. 
The ambient pressure lattice parameters (Table I) of 
ZnAl2Se4 agree with the literature values. High pressure 
angle dispersive X-ray diffraction (ADXRD) 
measurements were carried out on powdered samples 
obtained by crushing single crystal pieces of ZnAl2Se4.  

 
 

 
Table I / Ambient, high pressure, and pressure released lattice parameters for ZnAl2Se4.  

 
Sample aambient (Å) cambient (Å) Vambient 

(Å3) 
Pmax  
(GPa) 

High pressure 
phase  (Fm-3m)  
  a (Å) 

Pressure released 
phase  
(F-43m)  
a (Å) 

ZnAl2Se4 5.529 10.879 332.569 31.6 4.9868 5.4574 

 
The synchrotron radiation source at Elettra, Trieste, 

Italy and a Mao-Bell type diamond anvil cell (DAC) was 
employed for these measurements. Fine powder of 
ZnAl2Se4 along with platinum as the internal pressure 
calibrant was loaded in a 150 µm hole of a hardened 

stainless steel gasket pre-indented to a thickness of 50 µm 
and centered on a 400 μm diamond anvil indentation. A 
4:1 methanol-ethanol mixture was used as the pressure 
transmitting medium. X-ray diffraction patterns were 
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collected using an image plate area detector 
(MarResearch). The sample to image plate distance and 
the wavelength (λ= 0.688 Ǻ) were calibrated using LaB6 
as a standard. The X-ray data was collected up to a 
pressure of 31.5 GPa with a typical exposure time of 
about 15 to 20 minutes employing beam of size 80 μm. 
The scanned two-dimensional diffraction patterns were 
corrected for imaging plate tilt and converted to intensity 
versus 2θ plots through radial integration using FIT2D 
software [16].  The lattice parameters of the sample and 
pressure calibrant were determined by carrying out full 
profile refinement using GSAS software [17]. The typical 
Rp and wRp factor of the fit was about 2.5% and 4.3% 
respectively.  
 
III    RESULTS AND DISCUSSION 
III    A X-RAY DIFFRACTION 

The evolution of the diffraction pattern for ZnAl2Se4 
at various pressures is shown in Fig.1.  

 
 
Fig.1  Evolution of the diffraction pattern with pressure for 

ZnAl2Se4. 
 
It is found that ZnAl2Se4 transform to a disordered 

rock salt (SG: Fm-3m) structure with broad diffraction 
lines above 10.5 GPa. The disordered NaCl phase is 
stable up to the highest pressure of the current 
measurements. Prior to the transition to the disordered 
phase, there is a mixed phase region where the sharp lines 
of the tetragonal phase coexist with the broad lines of the 
NaCl phase. This indicates that the broad diffraction 
peaks are an intrinsic property of the material in the 
disordered phase and not due to a pressure gradient. Upon 
pressure release, the diffraction pattern was different from 
that of the initial phase as well as from the high-pressure 
phase. This pattern, again with broad diffraction lines, 
could be fitted to a disordered zinc blende (SG: F-43m) 
structure. It may be noted that this type of disordered 

phases occur in most of the DCP structured materials 
under pressure. Table 1 lists the high pressure as well as 
pressure released lattice parameters for ZnAl2Se4.  

The pressure volume (P-V) data for ZnAl2Se4 is 
shown in Fig. 2. The P-V data show a small kink around 4 
GPa, although the diffraction pattern at this pressure show 
no change in the intensity distribution. A similar kink has 
been observed in the equation of state data of HgAl2Se4 
[7]. High pressure Raman studies [6] on HgAl2Se4 and 
ZnAl2Se4 also show that band width changes occur for 
most of the bands in the pressure range between 4-6 GPa 
and these changes were assigned to the two stage order-
disorder transition.  Because of the low pressure kink and 
inability to slowly increase the pressure in the low 
pressure region (in the absence of a ruby pressure 
measuring setup), the P-V data points below the kinks are 
few and hence the bulk modulus could only be estimated 
(43.7 GPa).  This indicates that in spite of covalent 
bonding, the material is very compressible in the DCP 
phase.  

 
Fig. 2.   Equation of state for ZnAl2Se4. :  tetragonal phase 

(SG: I-4); :  disordered rock salt phase (SG: Fm-3m). 
The arrows indicate the pressures where the PV curve 
shows discontinuities. The size of the symbol indicate 
the typical error bars for the volume compression and 
pressure. 

 
High pressure Raman studies on most of the DCP 

materials [2,3,6,9] show that the band width decreasess 
for most of the bands in the pressure range between 4-6 
GPa before increasing as the transition pressure is 
approached. Such sharpening of Raman bands prior to a 
transition is a clear indication that these modes are 
becoming less dispersive (flat) under pressure. [The 
collection optics, depending on the aperture, invariably 
gather signal over a range of scattering vectors. Thus, if 
the band dispersion decreases, the band will become 
sharper]. These less dispersive bands are a condition that 
favors amorphization / disorder [14].  
 
III   B REVERSE MONTE CARLO (RMC)    
        SIMULATIONS FOR THE DISORDERED     
        PHASES 

While the broad peaks and large background seen in 
the X-ray diffraction patterns indicate disorder, the 
systematic absence indicates a NaCl (or ZnS) structure for 
the high pressure (or pressure cycled) phase. Though the 
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high pressure pattern is consistent with rocksalt (Fm-3m) 
phase, the lines are asymmetric and there is an intensity 
mismatch between the observed pattern and the pattern 
calculated using GSAS. Also, the intensity ratios vary 
with pressure.  This occurs in addition to the large 
increase in the background.  However, even at the highest 
pressure, the structure factor is markedly different from 
that of an amorphous material in that the overall 
diffraction pattern is preserved, though the lines are 
broadened. Thus, it appears that under compression, 
certain structural features of the NaCl structure as well as 
disordering of atoms determine the behavior of the 
material.  

The general purpose FORTRAN code for reverse 
Monte Carlo (RMCPOW) [18] modeling of static and 
dynamic disorder in crystalline materials using powder 
diffraction data was employed to model the disordered 
high pressure NaCl and the metastable ZnS phases. The 
simulation fits the computed total X-ray scattering to the 
measured powder diffraction. As compared to standard 
RMC, RMCPOW does not suffer from the truncation 
error related to the Fourier inversion, but requires a 
starting crystalline structure. Starting with a super cell of 
a crystal structure, it partitions the calculated scattering 
into two, i. e. Bragg and diffuse one. The former is the 
part coming from the reciprocal lattice (RL) points of the 
super cell and the latter from the other parts of the 
reciprocal cell and is present due to movement of atoms 

away from RL points and due to the positional disorder 
within the RL. Such simulations can possibly identify the 
transition mechanism between the phases involved and 
look for the existence of any ordering. The X-ray powder 
patterns collected at 31.3 GPa were employed for carrying 
out the simulations. A correction due to absorption by 
diamonds was applied to the disordered patterns before 
converting them into the required structure factor versus 
scattering vector form suitable for RMCPOW [18]. 

The Cu2MnAl structure (a=6.032Å, Z=4, SG:Fm-3m) 
[19] can accommodate the chalcopyrite disordered NaCl 
and ZnS structures as seen in Table II and is a suitable 
cell from which a super cell for the simulations can be 
generated. In this structure, the various possible disorder 
types that may be present in the chalcopyrite, NaCl and 
ZnS structures under pressure, i. e. disorder in  

 
i. metal ion position (Type I) 

ii. exchange of metal ions among themselves (Type 
II) or with vacancies (Type III) or both (Type IV)  

iii. exchange of Se and vacant positions (Type V) 
 

can be easily simulated by allowing flipping of various 
atoms and vacant positions. In addition, the random 
displacement of atoms from the crystalline positions can 
also be simulated.  

 

Table II.  
(Cu2MnAl)4 structure as a generator of the three structures occurring in chalcopyrites. The positions occupied by atoms in the 
(Cu2MnAl) structure listed in Column I can be grouped in to VI types as indicated in Column II. Column III lists half number (with 
D=1; D=2 gives the other half) of the atom positions of a chalcopyrite structure with C/A=2 and this corresponds to the ZnS structure 
(column IV). Column V gives positions occupied in a NaCl structure. Thus appropriate occupation of different lattice sites in 
(Cu2MnAl)4 structure yields disordered chalcopyrite, ZnS and NaCl structures. 
 

(Cu2MnAl)4 Site 

Type 

AB2C4 (ZnS)4 (NaCl)4 

 

.25 .25 .25 Cu 

 

I 

. 

26 .26 .26/D Se 

. 

25 .25 .25 Se 

 

E 

.75 .25 .75 Cu I .76 .24 .74/D Se .75 .25 .75 Se E 

.25 .75 .75 Cu I .24 .76 .74/D Se .25, .75 .75 Se E 

.75 .75 .25 Cu I .74 .74 .26/D Se .75 .75 .25 Se E 

.75.75 .75  Cu II E E E 

.25 .75 .25 Cu II E E E 

.75 .25 .25 Cu II E E E 

.25 .25 .75 Cu II E E E 

.0 .0 .0       Al III .0 .0 .0          Zn .0 .0 .0      Zn .0 .0.0  Zn 

.0 .5 .5       Al IV .0 .5 .5 /D      Al .0 .5 .5      Al .0 .5 .5  Al 

.5 .5. 0      Al IV .5 .5 .0          Al .5 .5 .0      Al .5 .5 .0 Al 

.5 .0 .5      Al V .5 .0 .5 /D      E .5 .0 .5      E .5 .0 .5  E 

.5 .0 .0     Mn VI E E .5 .0. 0  Se 

.0 .5. 0     Mn VI E E .0 .5 .0  Se 

.0 .0 .5    Mn VI E E .0 .0 .5  Se 

.5 .5 .5    Mn VI E E .5 .5 .5 Se 

 

 



 
As indicated in Table II, a cubic cell generated from 

the chalcopyrite structure (in order to do this,only atoms 
positions in the chalcopyrite phase that corresponds to c/a  
= 1 are considered) and the ZnS structure are identical, 
except for the positional disorder of the atoms. A 
comparison of atom positions in the chalcopyrite structure 
and NaCl structure (Table II, column V) indicates that the 
transition from the chalcopyrite to the NaCl structure 
requires a breaking/reconstruction of bonds. The 
appearance of a disordered NaCl structure (henceforth 
referred to as Fm-3m structure) is to be viewed in the 
context of the fact that in sp3 covalent compounds, a 
competition between the original tetrahedral coordination 
and six fold coordination that is compatible with pure p 
bands topology (three orthogonal bonds/bands) is possible 
under pressure.  The transfer of electrons from s to p 
orbitals consistent with the well known lowering of higher 
angular momentum orbitals with respect to the s orbital 
will favor weakening of covalent bonding and formation 
of p bands. On the other hand, the better packing 
requirement should still favor tetrahedral coordination. It 
may be noted that most of the s-p bonded structures 
results from the Peierls’ distortion of a super cell of a 
simple cubic cell identical to the NaCl structure (if the 
separate atomic identity of Na and Cl are ignored), driven 
by electron filling effects in a hypothetical p-band metal 
with three one dimensional p bands [20]. Another 
important feature of Fm-3m structure is, that if atoms also 
partially occupy the +(¼,¼,¼) positions (now the actual 
structure is of a disordered Cu2MnAl type), it will result 
in partial tetrahedral coordination as well as in 
preservation of the NaCl like structure.  Similarly, if 
positions III and VI are partly occupied, then the six fold 
coordination is partly preserved. Thus, the Fm-3m 
structures can accommodate partial four fold and six fold 
coordination and disorder. 

In the current simulations, a starting cluster generated 
from a 6 x 6 x 6 super cell of Cu2MnAl was employed. 
The regions where the pressure calibrant lines were 
present were excluded from the fit. In the starting 
configuration, the ideal crystal positions for the atoms and 
vacancies as indicated in Table II were filled to generate 
the NaCl and ZnS structures. The cell volume was fixed 
at the value corresponding to the lattice parameter 
obtained by profile fitting of the corresponding diffraction 
pattern. The disorder in NaCl and ZnS structures were 
modeled by allowing atom flips in addition to random 
movements. Specific details of the flips employed are 
given in the latter section. 

For simulating the disordered NaCl phase, the 
starting configuration was generated from the coordinates 
given in Table II (column V) and various types of 
disorder by atom /vacancy flipping was allowed in the 
simulation subjected to the constraint of minimum inter 
particle distance of 2.0 Å.  It was observed that unless the 
inter particle distance was reduced to 2.0 Å good fit could 
not be obtained. During simulation the scale factor and fit 
of background to a fourth degree polynomial were 
refined, but line profile parameters with initial value as 
that of the pressure calibrant were not refined. It may be 
noted that the program computes the contribution from 
incoherent scattering due to disorder and adds it to 
computed spectra and thus fully accounts for the 

increased background and line broadening due to 
disorder.  Simple flipping involving metal atoms and 
vacancy (Type III) did not give a good fit between the 
observed and simulated pattern. When in addition to flips 
involving the metal atoms and vacancies and an exchange 
of Se with type I and II vacancies was allowed, the 
observed and calculated patterns gave a good fit as shown 
in Fig. 3.  
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Fig. 3. Comparison of the observed and the simulated pattern 

using RMCPOW for the disordered NaCl phase. 
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Fig. 4. Comparison of the observed and the simulated pattern 

using RMCPOW for the disordered ZnS phase. 
 
Atom occupancy in sites I and II implies tetrahedral 

coordination for some Se atoms. Thus in addition to 
disorder, there is partial six fold and four fold 
coordination for Se atoms. This implies that the high 
pressure phase has a disordered Cu2MnAl type structure, 
in which the tetrahedral coordination (and covalent 
bonding) present in the chalcopyrite structure is partly 
preserved. It may be noted that under pressure, GeSb2Te4 
with cubic disordered NaCl structure at ambient 
conditions, undergo further disorder and amorphizes with 
Ge ions acquiring tetrahedral Te coordination [21].  

For simulations of disorder in the ZnS structure, the 
procedure given above for background, scale factor and 
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excluded region were followed and the lowest inter 
particle distance was constrained to be 2.2 Å. With a 
starting configuration given in Table II, in addition to the 
normal random motions, atom flips corresponding to type 
III, IV and V were applied in separate ideal starting 
cluster.  The simulations in which only random motions 
are allowed and atom flips III between IV were allowed 
did not converge fast. However runs in which flips 
between III, IV and V were allowed, the convergence was 
achieved fast. The computed and measured pattern is 
given in Fig. 4. The good agreement between the 
simulated and measured pattern imply that the disorder in 
ZnS structure involves complete mixing of metal atom 
and vacant positions. However, the Se atoms need not 
undergo any atom position flipping other than the normal 
random displacements.   

 

IV CONCLUSION 
High pressure ADXRD measurements on the defect 

chalcopyrite ZnAl2Se4 indicate a structural phase 
transition beyond 10.5 GPa. The high pressure and the 
pressure quenched phases have a disordered rock salt and 
a disordered zinc blende structure with broad x-ray 
diffraction lines. RMC simulations of the X-ray 
diffraction data carried out on ZnAl2Se4 indicate that the 
disorder in the NaCl phase is due to a partial retention of 
the four fold coordination in addition to the random 
mixing of metal ions and vacancies. In the ZnS phase, the 
disorder is due to the random mixing of metal ions and 
vacancies. 
 
+ Retired, Current address:-B-111, SAI 
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This paper presents comparative analysis of CdTe-based solar cells fabricated by physical vapor deposition (PVD) and close-

spaced sublimation (CSS) methods. It was shown that unlike the thermally evaporated CdTe films, no considerable changes after 
CdCl2-treatment in the structural properties and surface morphology were observed for the CdTe films obtained by CSS method. The 
difference between the results on CdCl2-treatment can be explained by a lower concentration of defects and grain boundary area in 
CSS deposited CdTe films resulting in lower lattice strain energy which promotes recrystallization and grain growth. 

 
INTRODUCTION  

In the photovoltaic material family, cadmium 
telluride is regarded as one of the most promising material 
for fabrication of high efficiency polycrystalline 
CdTe/CdS thin film solar cells [1,2] because of its near-
optimum band gap of about 1.46 eV and high optical 
absorption coefficient in visible range. The maximum 
efficiency of about 16.5% of the laboratory samples of 
polycrystalline CdTe based thin film solar cells was 
achieved by using nanostructured CdS:O window layer 
and the modified device structure [2]. In spite of the large 
lattice mismatch between cubic CdTe and hexagonal CdS 
(nearly 9.7%) the CdTe/CdS solar cells are characterized 
by essentially high efficiencies caused by interdiffusion at 
the junction interface removing the lattice mismatch [3]. 
“CdCl2  heat treatment” is considered as a key step in 
CdTe/CdS device processing leading to interdiffusion 
between CdTe and CdS. It is usually carried out either by 
means of deposition of CdCl2 layer onto CdTe surface 
with following annealing in ambient atmosphere or 
annealing the structure in CdCl2 vapor. In the former case 
the optimum CdCl2 thickness value varies in the wide 
range depending on the base layer technology [4]. This 
paper reports results on the effect of “CdCl2 treatment” on 
the output parameters of CdS/CdTe-based solar cells and 
crystal structure of the base layers deposited on glass 
substrates by different ways.  
 
EXPERIMENTAL DETAILS 

Thin film CdS/CdTe-based solar cells were 
fabricated by using of two conventional ways. In both 
cases the superstrate configuration of solar cells on the 
glass substrates with transparent conductive layer was 
used. “CdCl2 treatment” effect on structural properties of 
CdTe layers was studied in films deposited onto glass 
substrates. 

In the first way, the thin film CdS/CdTe solar cells 
were prepared on glass substrates covered by transparent 
0.5 μm thick ITO. CdS and CdTe layers were deposited 
sequentially in united cycle by physical vapor deposition 
at residual pressure of 10-6 torr from graphite boats at the 
substrate temperatures 200oС and 300oС, respectively. 
The thicknesses of the CdS and CdTe layers were 0.35 
μm and 4.0 μm, respectively. The obtained device 
heterostructures were then subjected to “CdCl2 

treatment”. CdCl2 films were deposited by thermal 
vacuum evaporation onto unheated CdTe surface at the 
initial vacuum 2⋅10-5 torr. The obtained multilayer 
structures were air-annealed in close box at 430oС during 
25 min. After bromine-methanol etching the Cu-Au 
contacts were formed on their surface. 

In a second way borosilicate glass substrates 
(Corning 7059) with a bilayer transparent SnO2 (of about 
500nm thickness high-conductive and 100 nm thickness 
low-conductive) were used for CdS/CdTe fabrication. 
CdS films of 80-100nm thickness were deposited by 
chemical bath deposition (CBD) method. Cadmium 
acetate (CdAc2, 99.99%), ammonium acetate (NH4Ac, 
99.99%), thiourea (NH2)2CS, 99+%) and regular 
ammonium hydroxide (NH4OH) DI water solution heated 
up to 90oC was used for CdS deposition. CdTe films were 
deposited by close-space sublimation (CSS) method to a 
thickness 6-8 µm. Deposition process was carried out in 
evacuated chamber with total system pressure of about 16 
torr (1 torr oxygen + 15 torr helium) at substrate and 
source temperatures of 620 oC and 660 oC, respectively. 
CdCl2 treatment was carried out using “dry” method. The 
CdS/CdTe structures were exposed to CdCl2 vapor at 400 
oC for 5-7 min in vacuum chamber in the presence of 100 
torr oxygen and 400 torr helium. The samples were then 
etched in HNO3:H3PO4:H2O mixture (NP etch) to bare the 
CdTe surface down to elemental tellurium and a special 
mixture consisted of graphite paste, CuxTe, and HgTe was 
deposited. The samples were then annealed at 2500C for 
25 min in the presence of inert gas. Finally, the silver 
paste back face electrode was deposited and the samples 
were annealed at 1000C in air to complete the solar cell 
device structure [5].   

Surface morphology of the CdTe films was studied 
by Electron Scanning Micrscope (SEM) Hitachi S-4000. 
Atomic force microscopy (AFM) analyses of the samples 
were performed in multifunctional scanning probe 
microscope NT-206. X-ray diffraction (XRD) analyses of 
the films were done in “D8 ADVANCE” (BRUKER) 
diffractometer using CuKα radiation. I–V parameters of 
the devices were measured using 100mW/cm2 solar 
simulator. CdTe device prepared by CSS method with 
NREL confirmed efficiency of 13.7% was used as a 
reference cell in our measurements. 
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RESULTS AND DISCUSSION  
1. EFFECT OF “CdCl2 TREATMENT“ ON THE 

OUTPUT PARAMETERS OF CdS/CdTe-
BASED SOLAR CELLS AND CRYSTAL 
STRUCTURE OF CdTe ABSORBERS 
DEPOSITED BY PHYSICAL VAPOR 
DEPOSITION  

The light I-V characteristics of 
ITO/CdS/CdTe/Cu/Au solar cells treated at the different 
CdCl2 thickness are shown in fig.1. The results on output 
parameters and diode characteristics of studied devices 
are summarized in Table 1. 

The analysis of the Table 1 shows, that the increase 
of the CdСl2 thickness up to 0.35 μm results in the 
enhance of device efficiency up to η = 10.3% followed by 
decrease of the diode saturation current density Jо and 
series resistance Rs but further increase of CdCl2 thickness 
up to 1.2 μm leads to essential decrease of device 
efficiency with increase of Jо and Rs. According to [6,7], 
the “CdCl2 treatment” of CdTe base layer in the presence 
of oxygen leads to enhance of majority-carrier 

concentration by generation of ClTe-VCd acceptors which 
results in the experimentally observed decrease of device 
series resistance. On the other hand, at some chlorine 
concentration on the grain boundary of CdTe, the 
recrystallization of the base layer above 400 oС occurs 
due to the presence of low temperature eutectic in the 
CdTe-CdCl2 system [1] which may result in the diode 
saturation current density decrease.  

It should be noted that, at first glance, the increase of 
Rs with the CdCl2 thickness above 0.35 μm is somewhat 
strange, however, according to [8], the high concentration 
of chlorine really leads to the evolution of the electrically 
active intrinsic point defects in CdTe layers and instead of 
the acceptor complexes ClTe -VCd the isoelectronic 
complexes 2ClTe -VCd are formed. The latter results in the 
decrease of majority-carrier concentration and therefore 
the increase of Rs . 

The study of the PVD CdTe grain boundary surface 
by means of the scanning electron microscopy has 
revealed that “CdCl2 treatment” results in the enlargement 
(5-6 times) of the base layer grain size (Fig.2).  

 
 

Fig.1   Light I-V characteristics of  ITO/CdS/CdTe/Cu/Au solar cells treated at different CdCl2 thickness:  1 - d=0 μm; 2 - d=0.06 
μm; 3 - d=0.35 μm;  5 - d=1.20 μm 

 
Table1.  

Output parameters and diod characteristics of ITO/CdS/CdTe/Cu/Au devices 

Sample 1 2 3 4 5 
   dCdCl2, μm 0 0.06 0.35 0.68 1.2 
 

Output 
parameters 

Voc, mV 400 645 773 730 702 
Jsc, mА/сm2 10.7 19.0 20.1 19.0 19.0 
FF 0.28 0.58 0.67 0.58 0.41 

η, % 1.2 7.4 10.3 8.0 5.5 
Diode 
characteristics 

Rs, Оhm⋅сm2  28 3.8 2.8 3.5 27.5 
Rsh, Оhm⋅сm2 230 750 720 705 264 
Jо, А/сm2 7.3⋅10-3 1.5⋅10-6 8.2⋅10-8 2.0⋅10-7 3.0⋅10-7 
Diode factor, A 7.0 3.8 2.5 3.0 3.8 
Jph, mА/сm2 11 19.8 20.2 19.3 19.6 
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                                    а) before “CdCl2 treatment”                                                      b) after “CdCl2 treatment” 

Fig.2. SEM photomicrograph of CdTe layer deposited by PVD method 

 
According to the results of X-ray diffractometry 

analysis of the base layers, the single phase CdTe films of 
stable cubic modification were obtained after “CdCl2 
treatment”. The increase of the CdCl2 layer thickness 
from d=0.06 μm to d=0.35 μm diminishes the lattice 

parameter of CdTe films.  At the same time, the 
preferential orientation of the grains changes from [111] 
to [422]. The further increase of the thickness results in 
the reverse change of the preferential orientation and 
lattice parameter growth (Table 2).  

  

Table2  

Effect of the “CdCl2 treatment” on the CdTe base layer crystal structure 

CdCl2 layer thickness, d, μm 0.06 0.35 1.2 
Preferential orientation direction  [111] [422] [111] 
Degree of texture perfection G 1.28 0.58 1.26 
Lattice parameter а, Å 6.509 6.496 6.506 

 
According to [9], the lattice parameter of the 

structurally perfect unstrained CdTe layers is 6,481Å. The 
two-phase structure, twinning and high concentration of 
the stacking faults are typical for the CdTe layers textured 
in [111] direction [10]. These structural defects are easily 
formed because of insignificant (about 1%) difference in 
the formation energies of sphalerite and wurtzite crystal 
lattices, and as a result, the low formation energy of 
stacking faults in CdTe. Thus, the change of the 
preferential orientation from [111] to [422]  at 0.35 μm 
CdCl2 thickness can be evidence of the reduction of 
crystal defect concentration. 

The improvement of crystal perfection up to 0,35 μm 
is in a good agreement with the conception of the 
recrystallization mechanism during “CdCl2 treatment”. 
According to [11], CdCl2 acts as a flux during CdTe 
recrystallization because the phase diagram for CdCl2-
СdTe system at 77% CdCl2 consists a eutectic with 
melting temperature of 508оС. The availability of such a 
low temperature eutectic leads to recrystallization of 
CdTe under the corresponding thermal treatment of the 
CdCl2/CdTe heterosystem. It is clear that the process of 
the base layer recrystallization begins by means of the 
creation of the nuclei on the grain boundaries near the 
cadmium telluride and cadmium chloride interface. The 
growth of the nuclei of random crystal-lattice orientation 
at the near thermodynamic equilibrium conditions results 
not only in the essential grain growth and decrease of 
preferential orientation degree of the CdTe but also in 
structure perfection within the grains. The latter causes 
the reduction of the macrodeformation that eventually 

leads to the experimentally registered approach of the 
CdTe layer lattice parameter to the theoretical one [9].  

In accordance with the phase diagram for system 
CdCl2-СdTe the cadmium chloride is insoluble in the 
cadmium telluride. As a result of the grain boundary 
diffusion, chlorine reaches CdS-CdTe interface that has 
been experimentally observed in [12]. Thus, excess of 
CdCl2 can lead to the recrystallization of CdTe not only 
near the CdTe-CdCl2 interface, but also near the CdTe-
CdS one. The latter can provoke the reorienting effect of 
CdS on the CdTe growth and diminish adhesion between 
CdTe and CdS which leads to enhance of 
macrodeformation in the base layer. 

 
2. EFFECT OF “CDCL2 TREATMENT“ ON THE 

OUTPUT PARAMETERS OF CdS/CdTe-BASED 
SOLAR CELLS AND CRYSTAL STRUCTURE OF 
CdTe DEPOSITED BY CSS METHOD  

CdTe and CdS films were deposited onto soda-lime 
glasses with and without SnO2 conductive layers. 
Electrical properties, X-ray diffractions, AFM and SEM 
images of the films before and after “CdCl2-treatment” 
were studied.  

Resistivity of n-type CdS films prepared by CBD 
method was found to be 1.2x104 Ωcm. As-grown CdTe 
films obtained by CSS method showed p-type 
conductivity with resistivity about 107Ωcm. “CdCl2–
treatment” in 400 torr He and 100 torr O2 atmosphere at 
400 oC for 7-10 min. (corresponding to CdCl2–treatment 
of CdTe solar cells) lowered the resistivity down to 6x102 
Ωcm. 
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CdS films showed the hexagonal wurtzite-type 
structure (space group P63mc) whose lattice parameters a 
and c were determined to be 4121 Å and 6716 Å, 
respectively (Fig.3). On the other hand, the obtained 
CdTe thin films crystallize in the cubic sphalerite type 
structure (space group F43m) with a=6485 Å (Fig.4). 
Both the CdS and CdTe thin films showed a preferential 
orientations along the [002] and [111] directions, 
respectively.  

Fig.5 and Fig.6 show the AFM image of CdS film 
and the SEM photomicrograph of “as-grown” CdTe film, 
respectively.  

 
Fig.3. XRD spectrum of CdS film 

 
Fig.4. XRD spectrum of CdTe film 

 
As it is seen from the Figure 5, in CdS film the 

grains with up to 60 nm size can be observed among the 
tightly packed grains with smaller sizes. The CdTe film 
consists of grains 2-6 µm in size and is dense. It should be 
noted that no considerable changes in the structural 
properties and surface morphology of CdTe films were 
observed after the “dry” CdCl2-treatment which is usual 
for the CdTe films with large grain size obtained by CSS 
method [13]. Both of CdTe films, “as-grown” and CdCl2-
treated, have a clearly faceted surface morphology and an 
average grain size of about 3-4 µm. 

The difference between the results on CdCl2-
treatment for thermally evaporated and CSS deposited 
CdTe films can be explained by the fact that CSS films 
are deposited at much higher temperature (620 oC versus 

o

of defects. On the other hand, the large grain size of the 
films leads to a much lower grain boundary area. Low 
defect concentration and grain boundary area result in 
lower lattice strain energy, which is the main factor for 
the crystallization process [13]. As a result the CSS 
deposited CdTe films do not recrystallize at the 
temperatures and times used in the CdCl2 treatment. 

 

200 – 300 C) and therefore contain a lower concentration 

 
Fig.5. AFM image of CdS film 

 
Fig.6. SEM photomicrograph of CdTe 

 
e prepared a series of glass/n-SnO2/n-CdS/p-

CdTe

efficiency was 
obser

W
/back contact device structures for solar cell 

application. The n-CdS/p-CdTe structures were prepared 
on 4x4 cm2 square by-layer Corning7059 glass/n-SnO2 
substrates. After CdCl2 treatment the substrates were cut 
into individual 1cm2 square pieces and CuxTe–HgTe back 
contacts to the structures were fabricated. I–V parameters 
of the devices with an area of about 0.98 cm2 were 
measured using 100 mW/cm2 solar simulator. The highest 
efficiency was obtained with the parameters: Voc=773mV, 
Jsc=23.92mA/cm2, fill factor FF =68.7%, a total area 
conversion efficiency of 12.71% (Fig. 7). 

It should be noted that the highest 
ved in the cell prepared from the central part of 

substrate. At the same time, the devices fabricated using 
the pieces cut from edge part of the substrate exhibited 
lower efficiencies. The most obvious reason for this is a 
high density of pinholes emerging on the substrate edges 
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where the CdTe film quality is essentially lower 
compared to central part. 

 

 
                 
Fig.7. Light I-V characteristics of glass/nSnO2/nCdS/pCdTe/ 

back contact device 
 

CONCLUSIONS 
It was experimentally demonstrated that the 

maximum efficiency of CdTe based solar cells deposited 
by physical vapor deposition corresponds to the 0.35 μm 
CdСl2 thickness at “CdCl2 treatment”. The significant 
grain growth of PVD CdTe film and change of 

preferential orientation from [111] to [422] at 0.35 μm 
CdСl2 thickness is due to the reduction of the crystal stress 
caused by high concentration of the defects in this film. 
The reverse change of the orientation at higher CdCl2 
thickness is caused by the recrystallization of CdTe near 
the CdTe-CdS interface which provokes the reorienting 
effect on the CdTe grain growth. 

Unlike the thermally evaporated CdTe films, no 
considerable changes after CdCl2-treatment in the 
structural properties and surface morphology were 
observed for the CdTe films obtained by CSS method. 
The difference between the results on CdCl2-treatment 
can be explained by a lower concentration of defects and 
grain boundary area in CSS deposited CdTe films 
resulting in lower lattice strain energy which promote 
recrystallization and grain growth. As a result the CSS 
deposited CdTe films do not recrystallize at the 
temperatures and times used in the CdCl2 treatment.  
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We report measurements of optical transmission and fluorescence of thin foils of PET (PolyEthylene Terephthalate) polymer, 
data that are unavailable in literature to the best of our knowledge. The foils are those commonly used as substrate and/or lens 
material in microlens arrays (MLA) designed for use in multi-pixel image photodetectors with the purpose of fill-factor recovery. 
The wavelength range covered by the measurements is 200 to 800 nm and the thickness of PET foils is 40-80 μm. We find a UV- 
transmission cutoff of 320-nm for PET and 330-nm for cured epoxy on PET. Fluorescence of the samples is peaked at 385-nm and 
the wavelength of most effective fluorescence is 340-nm.  

 

1. INTRODUCTION 
In recent years, there has been considerable interest 

in microlens arrays (MLAs) applications, as these optical 
elements are useful for recovering the fill-factor loss 
(given by the ratio of photosensitive area Ad to total pixel 
area Ap) in pixel-board processing image photodetectors 
[1,2]. An example of MLA (microlens array) fabricated in 
our laboratory by replica molding [3] for a European 
Program FET aimed to demonstrate ultrafast imaging 
SPAD (Single Photon Avalanche Detector) is shown in 
Fig.1. 

Reason for use of an MLA in connection with an 
image photodetector is that, when we try to allocate 
processing circuitry in the area surrounding the sensitive 
area of each pixel of the array, the resulting area loss (and 
corresponding spectral sensitivity loss) may become 
intolerably high, and spoil the effective sensitivity of the 
photodetector [2].  

This is a serious hinder to developing novel 
detectors (3-D, FLIM, ultrafast) with sophisticated circuit 
processing at the pixel-level [2].  

 

 
Fig.1  Microphotograph of a MLA made with 32x32 plano-

convex lenses made by polymer molding. Pitch is 50-μm 
and lens diameter is 46-μm, dome height is 22 μm. 

 
A method to recover the fill-factor loss is however 

using a microlens array (MLA) made of a multiplicity of 
individual small lenses, coupled to as many pixels, and 
placed in the focal plane of the imaging objective just in 
front of the detector array [2,5,6].  

Under appropriate conditions, the MLA offers a 
substantial recovery in sensitivity, equal to the 

concentration factor C (defined as the ratio of output-to-
input irradiances) [2]. With pixel sizes in the range 20 to 
100-μm approximately, the C factor can substantially 
approach the reciprocal of fill-factor, 1/μ, offering an 
almost complete recovery in sensitivity [4-6].  

Recently, MLAs with concentration factors of 20 to 
35 have been reported [5-6] for a 32x32 SPAD (Single 
Photon Avalanche Detector) array of individual 50-μm 
pixel size in silicon 130-nm CMOS technology. 

Of course, the permissible wavelength range for 
applications is the one offered by the detector spectral 
response, dependent on the material used, and also on the 
thicknesses available by the chosen technology. Using 
silicon as a material, in pin, avalanche photodiode, and 
SPAD structures, and the standard process of a 350- to 
130-nm CMOS-technology, and an epi-layer thickness of 
a few micrometer, the spectral response ranges from deep 
UV to near IR (about 320 to 800 nm), see e.g., Fig.7 of 
Ref.[1], the shortest wavelengths being those of very 
interesting  applications, such as FLIM and fast decaying 
fluorescence [1,2,8]. 

About materials to choose from for an MLA sitting 
just in front of the detector, we need (i) a high optical 
transmittance in the desired wavelength range, and (ii) 
minimal fluorescence from UV-excitation in the desired 
wavelength range.  

Close to the UV edge of response, scarce data on 
fluorescence is available in literature, to our best 
knowledge, about polymers of interest for MLA 
fabrication.  
In this paper we present the results of measurements, in 
the range 200 to 800 nm, of the optical transmission and 
the fluorescence spectra of thin (46-80 μm) foils of 
polymer, notably PET (PolyEthylene Terephthalate) used 
as substrates, and of an MAF co-polymer used as 
moldable lens material.  
 
2. EXPERIMENT AND MEASUREMENTS  

The samples were analyzed by a commercial 
fluorescence spectrophotometer, Cary Eclipse B10, made 
by Varian Inc. The sample was cut into many stripes and 
put into the sampling cuvette for testing.  
The measuring setup is shown in Fig.2. A high brilliance 
source, a xenon flash lamp feeds an input monochromator 
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with built-in filters to sort out an input probe beam. After 
a collimating lens, the beam is passed through the cuvette, 
in which the cutting polymer foils is located. At the 

output, light is passed in a second monochromator with 
built-in filters. A photomultipler tube (PMT) detector was 
used as the detector for the fluorescence measurement.

 

 

Fig. 2. Schematic for the measurement of fluorescence in thin foils of polymers. 
 

The sample we have measured were PET films, 50- 
or 80-μm thickness, representative of commonly 
fabricated MLA, and films of a few-mm thickness in 
cured MAF, representative of the lens spherical dome 
molded onto the substrate. The 50- and 80-μm thick PET 
commercial films were supplied by Goodfellow Ltd. and 
Chu Lun Stationery Co., respectively. The lens mold film, 
a copolymer of PMMA and PU, was duplicated on the 
PET substrate by UV forming process using a PDMS 
mold with concave microlens array on its surface. 

In Fig.3 we plot the transmittance of the 50- and 80-
μm films, from 300 to 500 nm wavelength. All graphs are 
inclusive of the Fresnel at the air/material interface. 
 

 
Fig.3. Transmittance of polymer films of replicated 

microlens arrays with PET substrate. Cured 
resin/PET is for substrate plus deposited epoxy of 
the lens body. 

 
 As we can see, the transmittance is of all films is 

consistently close to 90%, above about 450 nm, the small 
deviation (a few percent) from pure Fresnel loss being 
attributable to residual scattering of the film. Also, the 
50% break point of transmittance is 320 and 325 nm for 
the 50- and 80-μm thicknesses, whereas the cured resin 
adds only a minor loss in the range 340-380 nm and 
moves the 50% cutoff to 330 and 335 nm for the two 
thicknesses. 

About fluorescence, we scanned the 200-600 nm 
wavelength range by tuning the input monochromator, 
and measured the spectrum of radiation emitted by the 
specimen by the output monochromator and PMT 
detector.  

First, operating in direct view (no specimen) we 
checked the linewidth of excitation, and the results are 

reported in Fig.4, showing a half-peak width Δλ of 
approximately 15-nm (the monochromator resolution is 
10-nm).  

Given the field-of-view of the detector and objective 
lens, the fraction of fluorescent power collected by the 
readout was about 15%. About fluorescence spectra, 
results for 80-μm and 50-μm foils of PET are shown in 
Figs.5 and 6. The most effective wavelength for 
fluorescence excitation is 340 nm, whereas the 
fluorescence spectrum has a peak at 385-nm and a 
significant power content up to about 500...520-nm.  
 

 
Fig. 4. Spectrum of the UV source used for the 

excitation of fluorescence different wavelengths. 
 

 
Fig.5. Spectrum of fluorescence of 80-μm PET foil excited at λ 

from 300 to 340 nm. Scale is expanded to show the low 
intensity background. Peak of emission is at λ=385 nm 
and most effective excitation is at  λ=340 nm 
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Fig.6. Spectrum of fluorescence of 50-μm PET foil excited at λ 
from 300 to 340 nm. Peak of emission is at  λ=385 nm 
and most effective excitation is  λ=340 nm  

 

 
Fig.7.  Spectrum of fluorescence of a 50-μm PET foil covered 

by a ~1-μm layer of MAF moldable polymer, excited at 
different wavelengths, from 300 to 340 nm. Peak of 
emission is at  λ=385 nm and most effective excitation is 
at λ=350 nm  

 
The most effective wavelength for fluorescence 

excitation is 340 nm, whereas the fluorescence spectrum 

has a peak at 385-nm and a significant power content up 
to about 500...520-nm.  

On comparing the 80- and 50-μm spectra reveals 
that there is a second smaller peak of fluorescence with 
emission centered around 365-nm. This peak is concealed 
by the much larger emission in the thicker foil (Fig.5) and 
is attributable to an excitation by a deeper UV 
wavelength. 

Adding a ~1-μm layer of MAF polymer onto the 50-
μm PET substrate to account for the dome of a typical 
lens element in an MLA, produces only minor changes in 
the fluorescence spectrum of the combined layers, as we 
can see in Fig.7. 

 

3. CONCLUSIONS 

From all the above results, we can conclude that 
MLA replica molded elements using PET substrates can 
be used, in combination to detectors for spectroscopy 
measurements, without interfering effects from 
inadvertently excited fluorescence, in the range of 
wavelengths from 400-nm to 800 nm (and up to the 
photoelectric threshold of the detector).  

In addition, if we take as good also the photons 
emitted by fluorescence because λ-converted but 
detectable as well, then the range of useful wavelengths 
for PET-based MLAs can be extended to 330 to 800 nm. 
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In present work the technological conditions of metalorganic chemical vapour deposition of narrow-gap (0.35 – 0.5 eV) 

AlGaInAsSb, AlInAsSb, GaInAsSb and InAsPSb solid solutions with compositions close to InAs were investigated. The epitaxial 
growth was carried out on AIX200 setup with horizontal reactor. The growth temperature was 600ºС, the pressure was 100 mbar. 
Obtained layers had satisfactory crystalline quality and demonstrated intensive photoluminescence.  
 
Keywords: AlGaInAsSb, AlInAsSb, GaInAsSb and InAsPSb solid solutions,  metal-oeganic chemical vapor deposition, XRD curve 
(a) and PL-spectra, PL spectra of AlInAsSb solid solutions 

 
 

1.  INTRODUCTION 
An interest to optoelectronic devices of mid-infrared 

(MIR) wavelength range (1.7-5 μm) is caused by their 
applications for all-semiconductor gas analyzers, capable 
to control concentration of many toxic gases with 
absorption lines within MIR range (methane (2.3 μm and 
3.3 μm), ethylene (3.17 μm), acetone (3.4 μm and 4.6 
μm), nitrogen dioxide (3.9 μm and 4.5 μm), sulfurous 
anhydride (4.0 μm), carbonic gas (4.27 μm) and carbon 
monoxide (4.7 μm)). 

Moreover, one of the atmosphere transparency 
windows (3.5-5 μm) falls in this range, which means that 
such devices are of high interest for free-space 
telecommunications and lidars. Applications of MIR laser 
diodes include also spectroscopy, long-range optical 
communication through fluoride fibers (minimum of 
loses 3 – 4 μm) and medicine. 

2.      METHODS AND APPROACHES 
Semiconductor materials for MIR range are 

typically A3B5 solid solutions containing antimony and 
lattice-matched with InAs or GaSb substrates. At present 
time 1.7 – 3 μm range radiation sources are successfully 
produced. However, there are problems with obtaining of 
3 – 5 μm wavelength range optoelectronic devices. This 
problems are strong non-radiative Auger processes 
predominating over radiative recombination in narrow-
gap active regions and low efficiency of optical and 
carriers confinement.  

Typical materials for fabrication of 3 – 5 μm 
wavelength range optoelectronic devices are A3B5 solid 
solutions which are lattice-matched with GaSb. Such 
device structures contain strained quantum wells 
GaInAsSb with AlGaInAsSb barriers and AlGaAsSb 
cladding layers [1, 2, 3]. AlGaAsSb materials with ~90 % 
aluminium in III-group sublattice provide very high 
energy barriers for carriers and sufficient effective 
waveguide.  

Interest to materials which can be obtained on InAs 
substrates increases recently. As active regions InAs and 
InAsSb are typically used, as cladding layers InAsPSb 
are utilized [4], in asymmetrical laser structures one of 
cladding layer is AlAsSb [5]. Also superlattices with 

ternary solid solutions quantum wells InAsSb, InAsP, 
InGaAs are produced [6]. 

Quaternary and pentanary solid solutions A3B5 are 
attractive materials for fabrication of device structure 
layers because they cover a wide wavelength range and 
allow keeping of lattice-matching with substrate. 

At present time, multicomponent solid solutions, 
such as AlGaAsSb, AlInAsSb, AlGaInAsSb, GaInAsPSb 
are mainly obtained by molecular beam epitaxy (MBE) 
[2, 3] and liquid phase epitaxy (LPE) [7]. However, for 
industrial scale device fabrication the metalorganic 
chemical vapour deposition (MOCVD) technologies are 
needed. 

As our previous investigations shows, narrow-gap 
solid solutions grown on InAs-substrates have better 
photoluminescence properties, than their analogs grown 
on GaSb [8]. In present work the processes of growth of 
multicomponent solid solutions GaInAsSb, InAsPSb, 
AlInAsSb, AlGaInAsSb are investigated. The obtained 
data can be used for device structure fabrication. 

3.     EXPERIMENT 
In epitaxial growth processes InAs(100) substrates 

undoped as well as doped by tin were used. Prior to 
growth, the substrates was degreased via boiling in 
acetone and then was treated in hydrochloric acid (HCl) 
during 30 seconds and after in etchant HNO3:HF:H2SO4 
= 1.5:1:1 during 60 seconds. 

Epitaxial growth was carried out on AIX200 
apparatus with horizontal reactor at temperature 600 ºС 
and low pressure (100 mbar). The precursors of III group 
elements was alkyls: trimethylaluminum (TMAl), 
triethylgallium (TЕGa) and trimethylindium (TMIn), V 
group elements precursors was trimethylantimony 
(TMSb) and hydrides: arsine (AsH3) diluted by hydrogen 
to 10% and 100% phosphine (PH3). The flux of hydrogen 
through the reactor was 5.5 L min-1. 

To avoid InAs-substrate degradation during heating, 
arsenic overpressure was provided by blowing through 
the reactor of 10% arsine (20 cm3 min-1) started at 200 °С 
and went on up to growth start. After stopping of 
epitaxial growth, arsine flux was started again and went 
on during cooling-down to 250 °С. 
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Growth rate of all epitaxial layers was 3 – 4 μm per 
hour. 

Compositions of the epitaxial layers were measured 
by X-ray microanalyzer «Camebax». 

The spectra of photoluminescence (PL) were 
investigated on the setup with a closed cycle helium 
cryostat allowing measurements in wide temperature 
range from 4 to 350 K. An 980 nm semiconductor laser 
with adjustable power was used for excitation. The 
excitation power laid within range 100 – 360 mW. The 
optical signal was registered with high-aperture 
spectrometer SDL-1 (LOMO) and a cooled Hg-Gd-Te 
photoresister («Hamamatsu»). 

The images of surfaces morphology of the obtained 
layers was taken by the electron microscope «CamScan». 

Lattice mismatch (LM)  f⊥ was found from X-ray 
diffraction (XRD) curves, which were taken by X-ray 
diffractometer «D8 DISCOVER». 

4.      RESULTS 
         GaInAsSb 

All samples of  GaInAsSb were grown at V/III ratio 
= 3.6 (the ratio of summa of the partial pressures of V-
group elements precursors to summa of the ones of III-
group elements precursors). Figure 1 shows the XRD 
curve (a) and PL-spectra (b) of one of series of the 
obtained GaInAsSb samples. 

Epitaxial layers GaInAsSb having non-perfect (but 
satisfactory) crystal quality demonstrated intensive PL at 
room temperature in 3.2 – 3.8 μm wavelength range. 

Their LM value f⊥ falls in the range from -1.3·10-3 
to 3.8·10-3, full width at half maximum (FWHM) was 
46`` – 60`` for substrates and 100`` – 170`` for layers, the 
compositions of obtained Ga1-xInxAsySb1-y solid solutions 
laid within the range 0.86 < x < 0.93, 0.89 < y < 0.91. 

 
InAsPSb 
This solid solutions, lattice-matched with InAs 

cover wavelength range from 2.5 to 4 μm and can be used 
as active regions and as cladding layers of radiation 
sources [9]. 

At the selected growth temperature (600 °С) the 
fractions of pyrolyzed arsine and phosphine are 70 % and 
3 – 5 % respectively [10]. 

In the course of present work, the influence of value 
of phosphine flux HPH3 in MOCVD process on the 
obtained samples properties was investigated. The fluxes 
of hydrogen trough alkyl (TMIn, TMSb) source bubblers  
and flux of arsine (10 % AsH3) were fixed and adjusted to 
provide a deficit of V-group components when PH3 is 
absent. 

Under the provided conditions, the effective 
incorporation of phosphorous into the crystal lattice was 
observed at small PH3 fluxes (HPH3 = 6 – 20 cm3 min-1), 
and some saturation occurred at larger values of HPH3 
(table 1). This saturation had an effect on dependence of 
LM value on HPH3 (figure 2, b). 

The increasing of crystal perfection of obtained 
InAsPSb with decreasing of LM value was observed. It 
appears in narrowing of peaks of XRD curves (table 1, 
figure 2, a) and narrowing of PL-peaks (figure 3). 

 

 
 

Fig.1. XRD curve (a) and PL-spectra at different temperatures (b) of 
Ga0.13In0.87As0.90Sb0.10/InAs(100) sample. 

 

 
 

Fig.2. XRD curves for InAsPSb samples grown on InAs(100) substrates 
(a) and dependence of these InAsPSb LM on HPH3 (b). 
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Fig. 3. PL spectra of InAsPSb solid solutions at 300 K. The numbers 

correspond to samples, listed in table 1. 
 
The morphology of obtained layers surfaces depended 

on LM between substrate and layer: the larger LM value, 
the more pronounced relief (figure 4). 

 

 
                                           

Fig. 4. Images of InAsPSb surfaces taken by electronic microscope 
“CamScan” for samples with LM f┴=�6.36·10-3 (1) and 
f┴=�2.94·10-3 (2). 

 
In the course of present experiment, sufficiently 

perfect epilayers of InAsPSb solid solutions was 
obtained. FWHM of epilayers came down to 14`` that 
comparable with crystal perfection of substrates. 

Accordingly excellent PL and structural 
characteristics, InAsPSb solid solutions are good 
materials for active regions of light emitting 
semiconductor devices. 

At present time, solid solutions InAsPSb are popular 
material for cladding layers of lasers with InAs active 
region. In this case, maximal energy barrier for electrons 
makes up 0.08 eV only. Using InAs active region with 
GaInAsSb cladding layer the barriers for electrons may 
be some smaller.  

Room-temperature devices need in barriers about 
0.2 eV for electrons and about 0.1 eV for holes. Thus, 
other types of materials for cladding layers are needed. 

Such materials are A3B5 solid solutions, containing 
aluminium. 

AlGaInAsSb 
Narrow-gap (0.35 – 0.5 eV) solid solutions 

AlGaInAsSb was obtained on InAs substrates using 
regimes which were selected for growth of GaInAsSb. As 
our investigations shows, small addition of TMAl into 
common flow of gases leads to essential decreasing of 
lattice constant and PL intensity. When LM value was 
sufficiently large (~4.4·10-3), PL was not observed. At 
medium values of LM (~2·10-3), the PL intensity 
decreased with Al content value become larger (figure 5).  

AlGaInAs 
In spite of the fact that containing aluminium solid 

solutions are difficult for MOCVD growth, but they are 
important materials for cladding layers of semiconductor 
lasers, because they allow to create the barriers for 
electrons more then 0.18 eV and for holes more then  
0.09 eV. As our theoretically investigations showed, 
AlInAsSb quaternary solid solutions can be utilized as 
cladding layers with active regions InAs and grown in 
present work GaInAsSb. 

The calculations of gallium content influence on 
properties of AlGaInAsSb showed, than in case of InAs 
or Ga0.13In0.87As0.90Sb0.10 active regions the desirable 
values of barriers can be obtained using quaternary solid 
solutions AlInAsSb, what may be preferably then 
pentanary solid solutions AlGaInAsSb because of more 
simple selection of growth conditions. 

 
 

Fug. 5. XRD curves (a) and PL spectra (b) for AlGaInAsSb samples 
with several content of aluminium.  
(1) - Al0.02Ga0.05In0.93As0.89Sb0.11, (2) - 
Al0.02Ga0.08In0.90As0.91Sb0.09,  
(3) - Al0.09Ga0.03In0.88As0.92Sb0.08 

 
In the case of active layers which mentioned above, 

the increasing of aluminium content in solid solution 
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gives the rising of barriers for both: electrons and holes, 
but decreases the lattice constant value. The decreasing of 
arsenic content gives rising of the lattice constant value 
but decreases  the energy barrier for holes and slightly 
increases one for electrons. 

If aluminium and arsenic contents are changed 
simultaneously so as to provide lattice-matching, the 
energy barrier change slightly for holes and essentially 
for electrons. 

The figure 6 presents the examples of lattice-
matched heterostructures, which can be obtained with 
Ga0.13In0.87As0.90Sb0.10 active regions. For InAsPSb the 
case of maximal barrier for electrons is showed. 
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Fig. 6. The examples of heterojunctions between Ga0.13In0.87As0.9Sb0.1 

and InAsPSb or AlInAsSb lattice-matched with InAs. Band 
positions was calculated accordingly [11] with bowing 
parameters from [12] and interpolation scheme, described in 
[13]. 

 
Conditions for growth of AlInAsSb was selected 

based on regimes which was used for obtaining of 
mentioned above narrow-gap AlGaInAsSb. The solid 
solutions with satisfactory crystalline quality (fig. 7) and 
PL characteristics better than ones of early grown 
AlGaInAsSb (fig. 8) were obtained. 

The increasing of PL intensity was observed with 
decreasing of LM value (fig. 8). 

The dependence of LM on AsH3 flux is nearly 
linear (fig. 7 a). The dependences of aluminium and 
antimony contents in corresponding crystalline 
sublattices on AsH3 flux value are presented on figure 9.  

 
Fig. 7. Dependence of LM on AsH3 flux (a) and XRD curves (b) for 

AlInAsSb. The fluxes of  TMAl, TMIn and TMSb were fixed. 
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Fig. 8. PL spectra of AlInAsSb solid solutions at 77 K.  (1) LM f� = 

6.08×10-3, (2) LM f� = 3.38×10-3. 
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Fig. 9. The dependences of aluminium (Al) and antimony (Sb) content 

in corresponding crystalline sublattices on AsH3 flux HAsH3. 
The fluxes of  TMAl, TMIn and TMSb were fixed. 

 
When TMAl, AsH3 and TMSb fluxes are fixed, the 

LM value decreases with decreasing of TMIn flux (figure 
10). 
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The parameters of obtained AlInAsSb samples are 
listed in table 2, and images of their surfaces are shown in 
figure 11. 

 

-1000 -800 -600 -400 -200 0 200 400

In
te

ns
ity

, a
. u

.

Angle, arcsec

InAs(100)

(4)
HTMIn = 200

(1)
HTMIn = 250

  
Fig. 10. XRD curves of AlGaInAs solid solutions, obtained at several 

fluxes of TMIn HTMIn at fixed TMAl, AsH3 and TMSb fluxes. 
Fig. 11. Images of AlGaInAs surfaces taken by electronic microscope 

“CamScan” for samples with LM f┴�=�6.08×10-3 (1) and 
f┴=�3.38×10-3 (2).  

 
Table 1. Properties of obtained samples of InAsPSb/InAs(100) 

Sample 
number 

HPH3 V/III Composition LM  f┴ FWHM  
of substrate 

FWHM 
of layer 

(1) 6 5.3 InAs0.68P0.17Sb0.15 6.36·10-3 58`` 59`` 
(2) 20 12.2 InAs0.64P0.24Sb0.12 2.94·10-3 18`` 30`` 
(3) 32 18.2 InAs0.62P0.25Sb0.13 8.29·10-4 15`` 19`` 
(4) 38 21.2 InAs0.61P0.26Sb0.13 2.3·10-4 14`` 13`` 

 
Table 2.  Properties of obtained samples of AlInAsSb/InAs(100) 

Sample number Composition V/III LM, f┴ 
(1) Al0.06In0.94As0.88Sb0.12 4.6 6.08×10-3 
(2) Al0.07In0.93As0.9Sb0.1 4.9 3.38×10-3 
(3) Al0.1In0.9As0.92Sb0.08 5.8 -3.45×10-3 
(4) Al0.08In0.92As0.91Sb0.09 6 9.52×10-4 

5.     CONCLUSION 
The growth procedures of Ga1-xInxAsySb1-y (0.86 < x 

< 0.93, 0.89 < y < 0.91),  InAsyPzSb1-y-z (0.63 < y < 0.68, 
0.17 < z < 0.26), AluGa1-u-xInxAsySb1-y (0.02 < u < 0.11, 
0.88 < x < 0.94, 0.89 < y < 0.92) and AluIn1-uAsySb1-y 
(0.06 < u < 0.1, 0.88 < y < 0.92) solid solutions are 
developed. During epitaxial processes the V/III ratio laid 
in range 3.6 – 21.2. Obtained solid solutions had 
satisfactory crystalline perfection and showed the 
intensive PL. The solid solutions, which not contained 
aluminium demonstrated PL at room temperature.  

As it was discovered, the control of InAsPSb solid 
solutions properties by the changing of PH3 flux value is 

not very effective. The essential influence of PH3 flux 
value on properties of obtained solid solutions can be 
provided only in conditions of shortage of other V group 
components. 

The variation of AsH3 flux HAsH3 gives the 
possibilities to strong influence on obtained solid 
solutions properties: the small changes of HAsH3 value 
results in essential changes of such properties as LM 
value and solid solution composition. 

The quality of obtained layers is mainly depended 
on LM value that appears in surface morphology, FWHM 
of XRD curves peaks and PL intensity. 
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On the basis of measured low magnetic field galvanomagnetic coefficients both for Sn-doped Bi0.84-Sb0.16-Sn0.1 and pure 
semiconducting Bi-Sb alloys, kinetic parameters of the investigated materials have been determined. It is shown that hole ellipsoids 
corresponding to the obtained results are less anisotropic (ν2/ν1=0.05, ν3/ν1=0.5) in comparison with L-hole ellipsoids, where 
ν2/ν1=0.009, ν3/ν1=0.7 and their slope is significantly larger (φh=16) than L-hole (and L-electron) ones. Therefore peculiarities of the 
valence band for the Bi0.84-Sb0.16 alloy and other semiconducting alloys with high content of antimony can not be adequately 
described by involving dominant contribution of the hole valleys localized in T, H and L points of the Brioullin Zone.  
 
keywords: Bi-Sb alloys, galvanomagnetic properties, energetic zone structure of Bi-Sb alloys 
 

The investigation of Bi-Sb alloys has a great 
importance both theoretically and practically. Due to high 
mobility of the charge carriers the semiconducting alloys 
are one of the best materials for thermoelectric and 
galvanomagnetic devices. Complexity of the band 
structure, easily reconstruction of the band structure by 
small variation of Sb concentration, temperature, pressure 
resulting in transition between semimetallic, gapless, 
semiconducting states and other peculiarities of these 
alloys are of great value to theoretical investigations too. 
That is why these materials are still being investigated as 
bulk materials, thin films and nanoscale structures [1-4] . 

In the present work specific electrical resistance, 
Hall coefficient, and low magnetic field 
magnetoresistance tensor components have been 
measured in n-Bi1-xSbx single crystals (0.16 ≤ x ≤ 0.22) at 
the temperature range 77÷300 K and in Bi0.84-Sb0.16-Sn0.1 
at the temperature 77 К. As a sample the temperature 
dependence of the low magnetic field magnetoresistance 
tensor components for the undoped Bi0.84-Sb0.16 alloy is 
depicted in the figure 1. On the basis of these 
measurements, calculations of the kinetic parameters of 
charge carriers for the Bi1-xSbx alloys were conducted by 
using the following 9 formulas connecting kinetic and 
energetic band parameters with independent coefficients 
of the low field galvanomagnetic tensor: 

 

 
Fig. 1. Temperature dependence of  low magnetic  field 

magnetoresistance tensor components for pure single 
Bi0.84-Sb0.16 crystal. 
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Here , Ne and Ng concentrations of electrons and holes, 
respectively; 
μi and  νi  are components of mobility tensor, 
correspondingly for electrons and holes;  
α1, β1 and α2, β2 are  cosines and sines of electron and hole 
ellipsoids slope angles, correspondingly. 

The above mentioned magnetoconductivity tensor 
components were determined from the experimentally 
measured magnetoresistivity tensor components 
according to the following formula: 
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Fig. 2. Band diagram of Bi1−x Sbx alloys  as a function of x. 
 

Previous investigations for bismuth rich Bi1-xSbx (0 
< x ≤ 10) alloys showed that measured values of the low 
field galvanomagnetic coefficients may satisfactorily be 
interpreted  by choosing an appropriate model of Fermi 
surface for current curriers; often a two-ellipsoidal model 
gives acceptable results for the kinetic parameters in that 
range of antimony content. We chose the range of 0.16 ≤ 
x ≤ 0.22 for n-Bi1-xSbx single crystals because that 
interval of the semiconducting alloys is less investigated.  

As it is seen from Fig.2 for semiconducting Bi1-xSbx 
(0.16 ≤ x ≤ 0.22) alloys there is a region, where all hole 
valleys (T, H and Ls) may contribute to the transport 
phenomena. Calculations of kinetic parameters (N, P, – 
concentration of electrons and holes, respectively; μi , νi  – 
mobilities of electrons and holes, respectively) for those 
undoped semiconducting alloys were carried out by using 
many-ellipsoidal model for Fermi surface of 
corresponding charge carriers. Particularly the following 
results concerning hole ellipsoid parameters have been 
obtained at nitrogen temperatures: ν2/ν1=0.05, ν3/ν1=0.5. 
But these results for a hole ellipsoid don’t correspond to 
any of the L, T, H ellipsoids of the Brioullin zone.  

To clarify this situation, analogical calculations were 
performed for Bi0.84-Sb0.16-Sn0.1, where Fermi level lies 
below conduction band extremum and we deal solely with 
valence band extremes. In the Table I experimental and 
calculated components of the conductivity tensor for pure 
and Sn-doped Bi0.84Sb0.16 are presented. 
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Table I. Components of the conductivity tensor for pure and Sn-doped Bi0.84Sb0.16 alloys at the temperature 77 К. 

 0.0   Sn, At.% 0.1   Sn, At.% 
 Exp. Calc. Exp. Calc. 
σ11 

(Ω-1⋅m-1) 5.15-10-1 4.87-10-1 4.12 4.00 

σ33 
(Ω-1⋅m-1) 5.70-10-1 6.10-10-1 3.52 3.40 

σ321 
(Ω-2⋅m⋅C-1) 2.00-10-11 2.06-10-11 2.48-10-7                    2.36-10-7                     

σ123 
(Ω-2⋅m⋅C-1) 0.68-10-10 0.60-10-10 0.74-10-7                     0.81-10-7                     

σ11,33 
(Ω-3⋅m3⋅C-2) 3.40-10-17                 3.90-10-17                    0.69-10-14                0.58-10-14                

σ33,11 
(Ω-3⋅m3⋅C-2) 1.07-10-19                    1.43-10-19                    1.72-10-14                 1.43-10-14                 

σ11,11 
(Ω-3⋅m3⋅C-2) 5.84-10-20                    5.10-10-20                    0.86-10-14                0.74-10-14                  

σ11,22 
(Ω-3⋅m3⋅C-2) 1.42-10-19                    1.56-10-19                    1.98-10-14 2.33-10-14                

σ33,33 
(Ω-3⋅m3⋅C-2) 1.93-10-17                  2.00-10-17                    0.21-10-14                 0.18-10-14                

  
Table II. Kinetic parameters of current carriers for pure and Sn-doped Bi0.84Sb0.16 alloys at the temperature 77 К. 

Sn, 
At.% 

ϕ
e
 ϕ

h
 μ

1 
(m2⋅V-1⋅s-1) 

μ
2 

(m2⋅V-1⋅s-1) 
μ

3 
(m2⋅V-1⋅s-1)

ν
1 

(m2⋅V-1⋅s-1)
ν

2 
(m2⋅V-1⋅s-1)

ν
3 

(m2⋅V-1⋅s-1) 
Ne 

(m-3) 
Nh 

(m-3) 

0.0 50 160 9.00-101 8.10-10-1 6.30-101 3.00-101 1.50 1.50-101 4.95-1022 4.95-1022 
           
           
0.1 ⎯ 160 ⎯ ⎯ ⎯ 1.32-10-1 6.60-10-3 6.60-10-2 ⎯ 3.50-1024 
           
 
Kinetic parameters of current curriers for pure and Sn-
doped Bi0.84Sb0.16 are depicted in the Table II. It is clear 
from the table that the obtained results concerning the 
hole mobility ratios for the doped sample within 
experimental errors are the same as for pure single 
crystals.  
It is also clear that hole ellipsoids corresponding to the 
obtained results are less anisotropic in comparison with L-
hole ellipsoids, where ν2/ν1=0.009, ν3/ν1=0.7 and their 
slope is significantly larger (φh = 16) than L-hole (and L-
electron) ones.  

Such behavior of hole charge carriers may be 
explained either by assuming existence of a new type of 
hole ellipsoids located in some point of the Brillouin zone 
(fig.3) or by introducing an  “effective hole ellipsoid” 
combined from all contributions of lighthole L band and 
heavyhole T&H bands.  

The final decision about the peculiarities of the 
valence band requires the knowledge of the precious 
values of effective masses of the carriers (their 
temperature dependence too) in all the three bands under 
consideration, and the temperature dependence of the 
band gap and consideration of scattering mechanisms of 
current carriers in Bi–Sb alloys. There is need to carrying 
out further studies of galvanomagnetic and 
thermomagnetic effects on pure and acceptor-doped 
semiconducting single crystals of Bi1-xSbx as a function of 
pressure and temperature. In interpreting experimental 
data on transport phenomena in the many valley crystals a 
special attention must be paid to choosing of proper 
scattering mechanisms of current carriers, because inter-
valley electron-phonon scattering [5] may play a 

significant role. Difficulties arising in interpreting of the 
transport phenomena may be overcome by involving 
other theoretical models as Pseudo-parabolic model [6]. 
 

 
 
Fig. 3. (a) Fermi surfaces of Bi, electrons are at L- points and 

holes at T-points. 
           (b) Fermi surfaces of Sb, electrons are at L- points and 

holes at H-points.  
 



BAKIR TAIROVAND ELTAJ YUZBASHOV 

 
__________________________________________ 

 
[1]. S. Dutta, V. Shubhaa and T.G. Ramesha: Physica 

B: Condensed Matter. 405 (2010) No 5, 1239. 
[2]. J. Heremans, D. L. Parlin, and et.al: Physical 

Review B. 48 (1993) No 15, 11329. 
[3]. D.Choi. A.Balandin, and et.al: Appl. Phys. Lett. 89 

(2006) 1415. 

[4]. S.Dutta, V. Shubha, T.G. Ramesh, Florita D’Sa: 
Journal of Alloys and Compounds. 467 (2009) 305. 

[5]. Chihiro Hamaguchi: Basic Semiconductor Physics 
(Springer, 2010). 2nd ed., 248 . 

[6]. J. Hermans, O.P. Hansen: J.Phys.C. 12 (1979) No 
17, 3483. 

 
 
 

32 

http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6TVH-4XVC4R4-2&_user=10&_coverDate=03%2F01%2F2010&_rdoc=1&_fmt=high&_orig=search&_sort=d&_docanchor=&view=c&_acct=C000050221&_version=1&_urlVersion=0&_userid=10&md5=c9c0702078dd39550c054c4531e7d664#implicit0#implicit0
http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6TVH-4XVC4R4-2&_user=10&_coverDate=03%2F01%2F2010&_rdoc=1&_fmt=high&_orig=search&_sort=d&_docanchor=&view=c&_acct=C000050221&_version=1&_urlVersion=0&_userid=10&md5=c9c0702078dd39550c054c4531e7d664#implicit0#implicit0
http://www.sciencedirect.com/science/journal/09214526
http://www.sciencedirect.com/science/journal/09214526
http://www.sciencedirect.com/science?_ob=PublicationURL&_tockey=%23TOC%235535%232010%23995949994%231642136%23FLA%23&_cdi=5535&_pubType=J&view=c&_auth=y&_acct=C000050221&_version=1&_urlVersion=0&_userid=10&md5=c4782a433e8af6e637702ce64398e873


ALTERNATIVE II-IV-V2 AND Zn-III-IV-As3 COMPOUNDS  
FOR PHOTOVOLTAIC APPLICATIONS 

 
A. V. KRIVOSHEEVA1*, V. L. SHAPOSHNIKOV1, V. E. BORISENKO1, J.-L. LAZZARI2 

1Belarusian State University of Informatics and Radioelectronics, 
P. Browka 6, 220013 Minsk, Belarus 

2Centre Interdisciplinaire de Nanoscience de Marseille, 
CINAM, UPR CNRS 3118, Aix-Marseille Université, Case 913, Campus de Luminy, 13288 

Marseille cedex 9, France 
*anna@nano.bsuir.edu.by 

 
The electronic and optical properties of AII-BIV-CV

2 and Zn-III-IV-As3 semiconductors are investigated from first principles in 
order to find the ways of management theirs band gaps and lattice constants upon variation of its composition. The materials with the 
best fitting to semiconducting substrates are determined from the whole suite and recommendations upon practical application of 
such materials on the base of analysis of theirs reflectance and absorption spectra are given. 

 
INTRODUCTION 

Search for alternative and renewable sources of 
energy requires materials of low cost with new electronic 
and optical properties. Nowadays photoelectric solar 
energy converters attract a special attention of world 
community. Stable II-IV-V2 compounds weakly lattice 
mismatched with silicon or gallium arsenide can be 
potential candidates for photovoltaic devices. Some 
compounds among II-IV-V2 and novel Zn-III-IV-As3 
alloys may be materials of interest in order to replace 
CuInSe2 or CdTe for thin-film photovoltaic applications. 
From this point of view, main aspects for a semiconductor 
are absorption of light and photoelectric or photovoltaic 
effect [1]. Thus materials for solar cells should possess 
high absorption coefficient and have large direct band gap 
(~1.5 eV) to absorb in the range of the visible light. 
Moreover, if one wants to avoid expensive, rare, 
dangerous or too toxic elements and their derivates used 
for thin-film deposition, it is better not to consider Cd-
based and P-containing compounds. Indeed indium, 
selenium and tellurium are rare elements, cadmium is a 
heavy and hazardous metal, phosphorous is highly 
volatile, red-phosphorous burns, and phosphine gas is 
highly toxic. In this work we present the theoretical 
analysis of properties of II-IV-V2 compounds, where 
II=Be, Mg, Zn; IV=Si, Ge, Sn; V=P, As, and 
Zn-III-IV-As3 compounds, where III=Al, Ga; IV=Si, Sn. 

The paper is organized as follows: first we analyze 
number of materials and chose those whose lattice 
constant is close to the silicon or gallium arsenide 
substrates. Then we calculate electronic properties, define 
materials with the preferably large direct band gaps and 
determine the optical properties of II-IV-V2 and Zn-III-
IV-As3 semiconductors. For new Zn-III-IV-As3 materials 
we also evaluate the changes in optical properties upon 
replacements of atoms of III and IV groups, from Al to 
Ga and from Si to Sn, respectively. 

 
METHOD OF CALCULATION 

The structural, electronic and optical properties of 
II-IV-V2 ternary and Zn-III-IV-As3 quaternary sp3 
compounds were determined by VASP and WIEN2k ab 
initio simulation packages [2, 3] within density functional 
theory (DFT) using the generalized gradient 
approximation (GGA) of Perdew and Wang [4]. We 

applied projector augmented-wave (PAW) method 
implemented in VASP code for structural optimization 
and calculation of lattice parameters. FLAPW method 
realized in WIEN2k code was used for calculation of 
band structures and optical properties. According to 
experiments [5], II-IV-V2 ternaries are usually formed in 
body centered tetragonal structure, thus chalcopyrite-type 
crystal structure with 16 atoms was taken for simulation. 
Monoclinic lattice with 24 atoms in the unit cell was 
chosen for all Zn-III-IV-As3 alloys. It was constructed 
from the experimentally observed Cu2SnS3 monoclinic 
structure [6] in which group I atoms (Cu) are equally 
replaced by group II (Zn) and III (Al or Ga) atoms, group 
VI atoms (S) are replaced by group V atoms (As), and 
group IV atomic positions are unchanged.  

 
RESULTS 

During the relaxation procedure it was revealed that 
ternary compounds remain in body-centered tetragonal 
structure while Zn-III-IV-As3 quaternary alloys are 
considered to be monoclinic. Stability of compounds was 
evaluated by the calculation of the enthalpies of 
formation, which were found to be negative for all of 
them. Theoretically computed band gaps of II-IV-V2 
compounds in dependence of their lattice constants are 
presented on Figure 1. As it can be seen, lattice 
parameters of Zn(Si,Ge)P2 are matched with silicon 
substrate, Zn(Si,Ge)As2 or (Mg,Cd)SiP2 compounds are 
found to be close to GaAs ones.  

Band structure calculations show all studied 
compounds to be semiconductors. Most of them have 
direct-band gap located at the Γ-point with the values 
ranging from about 0.1 to 1.5 eV (Figure 1). It was found 
that band gaps for P-based II-IV-V2 are higher in 
comparison with corresponding As-based ones. In the row 
Si–Ge–Sn, the gaps are the largest for Si-containing 
materials and the modified Becke-Johnson exchange-
correlation potentials [8] will be tried in the future for an 
accurate determination of the band gaps. 

However no experimental data are available on the 
electronic and optical properties of Be- and most of Mg-
containing compounds for comparison of the results. 
Magnesium-containing compounds are found to be direct-
gap semiconductors except MgGeP2 which is quasi-direct 
gap semiconductor, and experimental data are available 
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only for MgSiP2 (Eg=2.0-2.26 eV, direct gap) [9]. For 
zinc-containing compounds the experimental gaps are: for 
ZnSiAs2 Eg=1.6–1.8 eV (direct gap) [10-12], for 
ZnGeAs2 Eg=1.15 eV (direct), for ZnSiP2 Eg=2.0–2.3 eV 
(direct) [13-14], for ZnGeP2 Eg=1.8–2.2 eV (quasi-direct) 
[15].  

This can be easily explained by the increase of the 
atom size in the row. One should take into account 
possible significant underestimation of the band gaps 
within DFT methods and may expect true gaps ~0.5 eV 
larger than numerically computed. New functionals such 
the local Perdew-Burke-Ernzerhof exchange-correlation 
functional, the Heyd-Scuseria-Ernzerhof hybrid 
functional [7] or the smallest for Sn-containing ones. 

 

 
Fig.1. Calculated energy gaps of II-IV-V2 compounds versus 

lattice parameters. Filled symbols – direct gap, open 
symbols – indirect gap, half-filled symbols – quasi-
direct gap. Vertical lines correspond to lattice 
parameters of Si (left) and of GaAs (right). 

 
The averaged reflectance spectra of some most 

perspective II-IV-As2 ternaries are presented on Figure 2 
in comparison with GaAs and CuInSe2. One can see that 
the shapes of the obtained spectra are similar to the one of 
GaAs having reflectance greater than 0.4 in the visible 
range. Otherwise the spectrum shapes of the smaller gaps 
ternary compounds MgSnAs2 and ZnSnAs2 looks 
approaching the one of CuInSe2; although their 
reflectance remain higher around 1.5 eV and above. 

 

 
Fig.2 Averaged reflectance spectra of some II-IV-V2 

compounds compared with those of GaAs and 
CuInSe2. Vertical lines correspond to the boundaries 
of visible spectral range. 

 

 
Fig.3. Averaged absorption coefficients of some II-IV-V2 

compounds compared with those of GaAs and CuInSe2. 
Vertical lines correspond to the boundaries of visible 
spectral range. 

 
In a general way, above their intrinsic absorption 

edges, the calculated absorption coefficients for 
investigated II-IV-V2 compounds are comparable with 
those for widely used GaAs and CuInSe2. The common 
tendency is that As-containing compounds possess higher 
α value than P-containing ones. In the row Si–Ge–Sn, the 
absorption coefficients for Si-containing materials are the 
lowest while Sn-containing chalcopyrites have the largest 
α values and the smallest band gaps. Nevertheless the 
values of α are close to the one of GaAs and ~ 1.5 - 2 
higher than those for CuInSe2 at photon energies upper 
2 eV (Figure 3). Above ~ 1.5 eV, absorption coefficients 
of BeSnAs2, BeGeAs2, MgSnAs2, ZnSnAs2, CdSnAs2 and 
CdGeAs2 compounds demonstrate larger magnitude than 
those of CuInSe2, although both BeSnAs2 and BeGeAs2 
are indirect-gaps while Cd- containing compounds have 
predicted small gaps. Unfortunately, most of Be- (and 
Mg-) containing compounds have not been 
experimentally synthesized (except MgSiP2) and 
measured, probably because Be and Mg are light elements 
not easy to handle: Be forms very poisonous compounds 
and Mg metal burns in air. Thus multicolour solar cells 
with heterostuctures close lattice matched to GaAs and 
built on thin-films of ternary compounds of the Zn-IV-As2 
family appears a promising solution. 

Further, we have investigated the new class of Zn-
III-IV-As3 alloys. Here different variants of substitution 
of group III or IV atoms, namely ZnAlSi1-xSnxAs3, 
ZnGaSi1-xSnxAs3, ZnAl1-xGaxSiAs3, and ZnAl1-xGaxSnAs3 
are considered in order to tune both the lattice constants 
and the band gaps.  

For Al-containing Zn-III-IV-As3 quaternary alloys 
band gaps are larger when compared with Ga-containing 
ones. Similarly, quaternary compounds with Si as IV 
group element have larger band gaps than those with Sn. 
All quaternary compounds were found to be stable in 
simple monoclinic lattice with 24 atoms in unit cell and 
angle β ≈108°. Band structure calculations demonstrate 
semiconducting nature of all Zn-III-IV-As3 compounds 
considered. No experimental data concerning this class of 
materials are available. Most of the compounds are 
characterized by a direct band gap band located at the 
center of the simple monoclinic Brillouin zone with the 
maximum values of about 1.3 eV for ZnAlSiAs3 (Figure 
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4a). Zn-III-Sn-As3 compounds are practically gap-less. 
The variation of IV group element from Si to Sn 
drastically changes the band gap and lattice constants 
values: the gap values become smaller while a lattice 
constant rises up (Figure 4b), in a way comparable to the 
respective change of gap (-0.8eV) and lattice (+4.4%) 
between ZnSiAs2 and ZnSnAs2. The change of III group 
element from Al to Ga does not affect the lattice constant 
but at the contrary of Al1-xGaxAs alloys it lowers the band 
gap insignificantly (~0.25eV). Indeed this result is not 
surprising as III elements occupy only 4 atomic sites in 
the 24 atoms monoclinic cell while they occupy half of 
the atomic sites in the III-V cubic lattice. 

 
a) 

 

 

 

b) 
Fig.5. Averaged absorption coefficients of some Zn-III-IV-As3 

compounds with Si (a) or Sn (b) in comparison with 
CuInSe2 and GaAs. 

 
a) SUMMARY AND CONCLUSION 
 This work is devoted to investigations of II-IV-V2 

and Zn-III-IV-As3 compounds, which were found to be 
semiconductors. Ternary compounds exist in a body-
centered tetragonal chalcopyrite structure, whereas Zn-III-
IV-As3 quaternaries are found to be stable in monoclinic 
lattice. Most of the materials (except Be-containing 
compounds) possess the direct-band gap located at the Γ-
point with the gaps ranging from about 0.1 to 1.5 eV. The 
band gaps in P-containing compounds show to be larger 
than those in As-containing ones. Nevertheless, among 
materials of II-IV-V2 class, arsenic compounds are easier 
to be obtained experimentally in comparison with 
phosphorous-based ternaries. The absorption spectra of 
Zn-III-IV-As3 compounds are close either to CuInSe2 or 
GaAs and do not show considerable changes upon 
substitution of either III- or IV group elements. 

 One of the possible ways to increase the quantum 
efficiency of solar cells is the formation of the 
multilayered heterostructures consisting of 
semiconducting materials with different band gaps, like 
combinations of II-IV-V2 ternary or Zn-III-IV-As3 
quaternary compounds. From the whole investigated suite 
of II-IV-V2 compounds only the Zn-IV-As2 family seems 
to be perspective for multicolor heterostructural solar 
cells as their lattice constants are well matched to GaAs, 
theirs band gaps are large enough, theirs absorption 
coefficients values are comparable with those of CuInSe2. 
Moreover the Zn-IV-As2 class is composed of rather 
cheap, abundant and non-toxic elements that make this 
class of materials potential candidates for photovoltaic 
applications with ability to replace CuInSe2.  

b) 
 

Fig.4. Band gaps (a) and a lattice constants (b) of some Zn-III-
IV-As3 compounds. The c lattice constants differ not 
more than 0.2 %. 

 
Absorption coefficients of Zn-III-IV-As3 

demonstrate similar order of magnitude upon different 
substitutions (Figure 5a, b). Despite the fact that α 
coefficients of compounds with Sn in IV sites are closer 
to CuInSe2 characteristics, especially in the range of low 
energies, and coefficients of compounds with Si atoms are 
approaching to GaAs ones, generally absorption 
coefficients do not show considerable changes when Ga 
atoms are replaced by Al ones or Sn atoms substitute Si 
ones. 
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The study of ionic and mixed electronic-ionic conductors in a broad temperature range and at high pressure is of practical and 
theoretical interest. The present work deals with copper chalcogenides (GeS)1-x(CuAsS2)x, x =0.1- 0.6. The researched materials at 
normal pressure are mixed electronic-ionic conductors with temperature range of onset of the ionic transport 130 K-200 K. In studied 
compounds the pressure intervals in which there are essential changes in behavior of electrical properties have been found. 

 
1.  INTRODUCTION  

The multicomponent chalcogenides of copper and 
silver are interesting objects for fundamental researches 
and practical applications because of a possibility to 
control transport characteristics. A change of external 
parameters or concentration can be accompanied by a 
change of conductivity regime from semiconductor to 
metallic or to fast ionic conductor or by a variation of 
shares of electronic and ionic conductance [1-3]. The aim 
of this work is research of electrical properties of the 
polycrystalline copper chalcogenides (GeS)1-x(CuAsS2)x, 
x =0.1 - 0.6, in the temperature interval 78 K-483 K at 
atmospheric pressure and under pressures up to 45 GPa at 
300 K.  
 
2. MATERIALS FOR INVESTIGATION  

The chalcogenides   (GeS)1-x(CuAsS2)x , x=0.1; 0.2; 
0.3; 0.4; 0.5 (structure formula CuGeAsS3); 0.6 have been 
prepared by sintering stoichiometric quantities of the  
elements in evacuated to 10-4 Pa and filled helium 
(0,5·105 Pa) quartz pods. The maximum sintering 
temperature was 1370 К. The annealing was performed 
for obtaining of homogeneous materials. The compounds 
have grey colour and metal shine. X-ray diffraction 
experiments and qualification of materials have been 
performed by means with diffractometer Stadi-P 
(monochromatic radiation CuKα). The compounds with 
x=0.1 and 0.2 are displayed in cubic crystal symmetry 
with structure of the type a blende. The compounds with 
x=0,3;0,4;0,5;0,6 are displayed in tetragonal crystal 
symmetry, with close parameters of an elementary cells. 
The compounds with x=0.3; 0.4; 0.6  are in the region of 
homogeneity of CuGeAsS3 (corresponding to x=0,5).           
X-ray diffraction results and cell parameters are shown in 
the Fig. 1 and in table 1. 

 

  
Fig.1. Line X-ray powder diffraction patterns of the compounds 

(GeS)1-x(CuAsS2)x, x=0.1- 0.6. 
 

 
Table1.Crystal symmetry and cell parameters of compounds (GeS)1-x(CuAsS2)x 
Compound x Crystal symmetry Cell parameters, nm Temperature of the melting , К 

(GeS)1-x(CuAsS2)x 0.1 Cubic a=0,531 943 
0.2 Cubic a=0,530 870 
0.3 Tetragonal a=0,376; c=0,521 880 
0.4 Tetragonal a=0,376; c=0,520 910 
0.5 Tetragonal a=0,3766; c=0,5212 915 
0.6 Tetragonal a=0,377; c=0,520 900 
1.0 Cubic a=0,518 688 
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3. EXPERIMENTAL PROCEDURES 
Electrical properties have been investigated by 

means of impedance spectroscopy in the range of 
frequencies 0.1-200 kHz and on d.c. 

All of the temperature dependent electrical 
measurements at normal pressure were carried out in the 
dark and in an evacuated cryostat at temperatures between 
78 K and 483 K. To separate ionic and electronic 
contributions to the current we carried out measurements 
in a cell with reversible (5CuCl*3RbCl) and blocking 
(graphite or platinum) electrodes. 

High pressure has been generated in the diamond 
anvil cell (DAC) with anvils of the "rounded cone-plane" 
(Verechagin-Yakovlev) type made of synthetic 
carbonado-type diamonds [4]. Anvils made from 
synthetic diamond consist of dielectric grains of diamond 
with layers of conducting materials. These anvils are good 
conductors and allow measurement of the electrophysical 
properties of samples placed in the DAC. We used these 
anvils to studying phase transitions in the large groups of 
metals, dielectrics and semiconductors.  

Materials processed by severe plastic deformation 
are obviously investigated after treatment. It is well 
known that changes occurring during severe plastic 
deformation may disappear after processing.  We 
demonstrate the possibility of the application of a 
diamond anvils cell to study the properties of materials 
directly at severe plastic deformations. 

 
4. RESULTS AND DISCUSSION 
4.1. THE FREQUENCY DEPENDENCES OF 
ELECTRICAL PROPERTIES 

Impedance measurements were carried out to 
separate the bulk sample properties from the properties at 
electrode/sample interface.  

The dispersion spectra of the compounds were 
analyzed. All the spectra are characterized by the 
presence of two clearly distinguished regions – high 
frequencies (HF) and low frequencies (LF). The 
equivalent circuit of the cell can be presented as two 
straightforwardly connected parts, one of which describes 
the bulk response and the other deals with the electrode 
processes. At high frequencies the form of the impedance 
plots may be well approximated by semi-circles which 
either go through the origin (0,0), with the centers being 
lower then the abscissa axis in all cases. The 
corresponding part of equivalent circuit can be 
approximated by a parallel resistance, and geometrical 
capacitance and a constant phase element (CPE). 

 
4.2 THE TEMPERATURE DEPENDENCES OF 

ELECTRICAL PROPERTIES 
The temperature dependences of the conductivity 

σ(T), the dielectric permittivity ε(T) and the loss tangent 
of a dielectric tg δ(T)  of the compounds was investigated 
at a fixed frequencies which belong to the HF region of 
the impedance measurements. The temperature 
dependences of the conductivity of all the compounds are 
of semiconductor type (σ=σ0exp(-Ea/kT)) with different 

values of the activation energy at different temperatures 
(Fig.2). All compounds are the mixed ionic-electronic 
conductors with temperature of beginning of observable 
the ionic current 130 K-200 K. The temperature ranges of 
a beginning of ionic current were determined as a 
crossing the areas where the slopes of the σ(T), ε(T) and 
tg δ(T) - curves increase rapidly that correspond to the 
onset of ionic conductivity, since the latter leads to 
appearance of free charges in the bulk and hence 
possibility of large polarization. The higher concentration 
of copper, the more low the temperature region of a 
beginning of ionic current in the investigated compounds  
(Table 2). At 300 K the ionic component accounts for 10-
25% of the total conductivity in studied materials (for 
CuGeAsS3 the ionic component  is equal to 15%). The 
temperature behaviour of the resistivity and dependences  
resistivity on time at measurement on a direct current in a 
cell with ion-blocking electrodes can be explained by 
effects of polarization due to a presence of the ionic 
conductivity (Fig.3 and Fig.4). At the moment of the cut-
in of electric circuit (Fig.4) the total current  (ionic and 
electronic) proceeds through a cell. The conductivity is 
the sum of ionic and electronic components σΣ=σi+σe. The 
value of a current smoothly decreases (accordingly  the 
resistivity increases) in due course to some constant 
value, corresponding to an electronic component of 
conductivity, that is connected with formation of a double 
electric layer at electrode/sample interface. The 
conductivity  thus decreases to σe 

 
Table 2. The temperature ranges of a beginning of ionic current 
in (GeS)1-x(CuAsS2)x 

 
x T, K 

0.1 240-260 

0.2 175-230 

0.3 140-175 

0.4 150-200 

0.5 110-130 

 
4.3. THE PRESSURE DEPENDENCES OF 

ELECTRICAL PROPERTIES 
The hodographs of impedance in a studied pressure 

ranges have the electrode process branch at low 
frequencies.  Presence of these phenomena points to 
significant share of the ionic conductivity in researched 
materials (figure 4). 

On pressure dependences of resistance and loss 
angle the maximums and minimums accordingly are 
visible (Figures 5,6). Analysis of dependences of 
resistance on pressure had shown, that  at certain pressure 
there is a change of  a type of dependence of resistance 
from pressure (for example for compound with x=0.3 
resistance increased up to 29 GPa, then a resistance 
decreased). 
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Fig. 2 The temperature dependences of the conductivity (a) and permittivity (b) of the compounds (GeS)1-x(CuAsS2)x : 1- x=0.4; 2 - 

x=0.5 (CuGeAsS3). The frequency is 1.592 kHz. 

 
Fig. 3. The temperature dependences of the resistivity of   (GeS)1-x (CuAsS2)x, x = 0.2 , in the cell with the ion-blocking electrodes; 1-

heating;2– cooling. 
 
 

 
Fig.4. The dependences of the resistivity from time under 

specified voltages on cell for  (GeS)1-x(CuAsS2)x , x=0,1. 
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Fig. 4. The hodographs of the impedance of cell with (GeS)1-

x(CuAsS2)x ,x = 0.1, at different pressures. 
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Fig.5  The pressure and frequency dependences of a real part of 

impedance of a cell with (GeS)1-x (CuAsS2)x  at increase 
of pressure. 

 

 
Fig.6 The pressure dependences of tangent of loss angle 

for (GeS)1-x (CuAsS2)x x=0.3 on different frequencies at 
increase of pressure. 

 
Tangent of loss angle decreased with growth of 

pressure, at 25-27 GPa the change in velocity of decrease 
of tangent is observed. At pressure unloading in all 
compounds the resistance hysteresis was observed. At 
high frequencies at increase and decrease of pressure 
resistance and tangent of loss have practically identical 
values at equal pressures, and the tangent practically 
returns to values, which were observed before the effect 
of pressure. The observed hysteresis considerable 
marked on low frequencies range on baric dependences 
of resistance and tangent of loss angle. 

A maximum on baric dependences of resistance at 
pressure increase had been observed in investigated 
region of frequencies in all compounds (GeS)1-

x(CuAsS2)x. It’s may be connected with the effect lattice 
deformation on ionic mobility. The compression of a 
lattice can result in mobility decrease of copper ions and, 
accordingly, in rise of resistance of a sample. At 
achievement of some pressure there is, probably, a 
change of a lattice, the resistance starts to decrease. 

The results shown that baric region of noticeable 
changes of electrical properties depends on value x 
(Fig.7). In studied compounds (GeS)1-x(CuAsS2)x the 
pressure regions, in which there are essential changes in 
behavior of electrical properties were found: for х=0.1 at 
25– 27 GPa, for х=0.2 at 29-31 GPa, for х=0,3 at 27 - 
29 GPa, for х=0.4 at 25-27 GPa. In compounds (GeS)1-

x(CuAsS2)x (x=0.5 and 0.6) the monotonous change of 
electrical parameters (electroresistance, tangent of loss 
angle, dielecrtic constant) with  change of pressure is 
observed on high frequencies. At rise x from 0.1 (cubic 
lattice) to 0.2 (cubic lattice) this region moved aside 
higher pressures. At increase x to 0.3 (tetragonal lattice) 
this region moved aside smaller pressure. At further 
increase x to 0.4 (tetragonal lattice) the region displaced 
in the interval of smaller pressure else more. At further 
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increase х up to 0.5 (tetragonal lattice) this region moved 
to smaller pressure more strongly, and at х=0.6 (the 
tetragonal lattice) in all investigated interval of pressure 
on high frequencies monotonic change of electrical 
properties was observed. 

 

Compounds (GeS)1-x(CuAsS2)x (х=0.1-0.2), 
crystallizing in cubical structure, it is possible to describe 
as solid solutions CuAsS2 in GeS. GeS is a hole 
semiconductor with the distorted cubic (type NaCl) 
lattice [5]. Addition 10-20 % CuAsS2 to GeS (x=0.1, 
0.2) results that the lattice becomes cubic type ZnS. 
Conductivity becomes of a mixed electronic -ionic 
type. The motion of ions Cu+ is possible on defects and 
tetrahedral emptiness positions. Increase x from 0.1 to 
0.2 results in rise of coordination number of copper 
atoms. The further addition CuAsS2 (x=0.3-0.6), results 
in formation of a tetragonal lattice. A part of germanium 
atoms is changed on atoms of copper and arsenic. 
Copper and arsenic have large effective ionic radiuses 
as contrasted to by ionic radius of germanium. That's 
may be reason for in decreasing pressure at which 
the changes in behavior of electrical properties are 
watched.  Compounds  with х=0.5 and х=0.6  have the 
greatest concentration of copper. Pressure ranges of 
change in behavior of electrical properties at low 
frequencies are 26-27 GPa and 22-26 GPa for х=0.5 and 
х=0.6 accordingly. It is possible to explain observable 
essential changes in behavior of electrical properties 
exactly on low frequencies to that the electric field role on 
low frequencies is reduced to initiation of diffusive 
motion of ions. Ion diffusion is depressed by deformation 
of a lattice at an increase of pressure.  At the high 
frequencies oscillatory correlated motion of ions becomes 
prevailing. Diffusion process in contrast with oscillatory 
correlated motion of ions is more sensitive to pressure 
influence. Particularities of changes of electrical 
properties under pressure in investigated compounds 
(GeS)1-x(CuAsS2)x can be a consequent of phase  
transition, bound with structural changes of crystal lattice 
or change of electronic structure. 

 
Fig.7. The pressure regions of essential changes in behavior of 

electrical properties of  (GeS)1-x(CuAsS2)x. The region of 
supposed transition for x=0 (GeS) was expected in [5]. 

 
5      CONCLUSION 

Multi-component chalcogenides of copper with 
general formula (GeS)1-x(CuAsS2)x; x=0.1-0.6, have been 
investigated. X-raying experiments and qualification of 
materials were performed, electric properties in broad 
temperature range (78-483 K), pressure interval (15-45 
GPa) and frequency range (0.1-200 kHz) have been 
investigated. All materials have been  found to have 
mixed electronic-ionic conductivity. The mobile ions are 
Cu+. Compound CuGeAsS3 has the most low temperature 
for the onset of the ionic transport (110-130 K).  In 
studied compounds (GeS)1-x(CuAsS2)x the pressure 
regions in which there are essential changes in behavior 
of electrical properties have been found. 
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Chalcogenides of copper CuSnAsSe3, CuInAsSe3 and CuInAsS3 have been investigated. X-raying experiments and qualification 

of materials were performed, electric properties in broad temperature range (78-400 K), pressure interval (12-45 GPa) and frequency 
range (10-1-2·102 кГц) have been investigated. Compounds CuSnAsSe3 and CuInAsSe3 show ferroelectric properties.  From analysis 
of the pressure and frequency dependences of impedance, dielectric loss angle, resistance and conductance the pressure ranges of the 
noticeable changes of electrical characteristics were determined. 

 
1. INTRODUCTION 

The  chalcogenides of copper and silver ABCD3, 
A=Ag,Cu; B=Ge,Sn,Pb,In; C=As,Sb,Bi; D=S,Se, are  
novel objects for  study. These compounds  possess the 
interesting physical features: ferroelectric, piroelectric, 
photoelectric, optical [1-5].  The physical characteristics 
of such materials at high pressure are still not well 
investigated. We report here some results of the complex 
studies of  physical characteristics of CuSnAsSe3, 
CuInAsSe3 which show ferroelectric properties and 
CuInAsS3. The temperature dependences of conductivity 
and permittivity of the last compound are typical for ion 
conductor (the specific conductivity at 300 K is 0.01 S/m, 
at 78  - 7*10-5 S/m). 

 
2. EXPERIMENTAL 
2.1    SYNTHESIS AND STRUCTURE OF THE 

COMPOUNDS 
The synthesis of compounds was carried out in a 

regime of a stage heating by means of alloying initial 
components in the  evacuated silica tubes filled superpure 
argon and deoxygenated with the help of  annealing with 
the titanic sponge. In the process of synthesis, the 
contents of the ampoules were stirred many times. The 
resulting ingots, if one-phase, were ground, pelletized, 
sintered once again, and then taken for X-ray and 
metallographic analysis. The X-ray diffraction 
experiments and qualification of materials have been 
performed by means with diffractometers Shimadzu XRD 
6000  and Shimadzu XRD 7000  using CuKα radiation. 
The structural parameters of the compounds are listed in 
Table 1. 

 
2.2.   ELECTRICAL MEASUREMENTS 

Experimental data for the electrical parameters of 
the sample, i.e., its conductivity, may be greatly affected 
by processes occurring at the electrode–sampleinterface 
(carrier blocking at electrodes, generation and relaxation 
of space charges, etc.). The contribution of electrode 
processes to the measured conductivity can be separated 
out by making variable-current measurements. The 
method of impedance spectroscopy seems to be the most 
appropriate in this case. From the frequency dependences 
of the impedance, one can find the frequency range in 
which the contribution of the electrode impedance is 
small. Selecting a frequency from this range, one can 
determine the  temperature or pressure dependences of the 

conductivity, permittivity, etc. and the parameters thus 
measured will characterize the true properties of the 
material. All the measurements were carried out in a 
specially constructed cell. For the impedance 
measurements the ionically blocking or ionically 
reversible electrodes were used. The value of the ionic 
conductivity was measured using a Wagner 
nonsymmetrical cell. Electrical properties at normal and 
high pressure (12 GPa-45 GPa) were measured by 
impedance   analyzer RLC-2000 in the region of 
frequencies 0.1-200 kHz. 

 
2.3.  THE HIGH-PRESSURE CELL 

High pressure up to 50 GPa has been generated in 
the diamond anvil cell (DAC) with anvils of the "rounded 
cone-plane" type made of synthetic carbonado-type 
diamonds. These anvils are good conductors and allow 
measure the electrical properties of the sample placed in 
the DAC [6]. The scheme of DAC is shown on Fig.1. 
Synthetic diamonds (4) have been pressed in bronze 
holders (3) and then this built-up construction has been 
subjected to machining to manufacture diamond anvils. 
Working surfaces of anvils have been polished. Electrode 
leads from anvils (not shown in the figure) are have been 
soldered to holders (3). Holders with diamond anvils have 
been placed within an isolating barrel (textolite or Teflon) 
(2). They provide the electric isolation of anvils from 
metal parts of the high-pressure cell. Centering of anvils 
relative to a axis has been provided by the bush 1 and the 
cylinder 5. Internal surface of the cylinder and external 
surfaces of bushes have been grounded to coinside with 
each other. The rounded anvil (the top on figure) of 
approximately 1 cm radius has been used in experiments. 
The contact spot has been about 0.2 mm in diameter. The 
thicknesses of material tablets after compacting the 
material with anvils have been 2 - 15 µm. The tablet 
thickness and diameter are determined by mechanical 
properties of the compressed material. The error in the 
measured pressure depends on mechanical properties of 
compressed material and does not exceed 15 % in a range 
15 to 50 GPa. 
 
3. RESULTS AND DISCUSSIONS 

Based on the frequency dependences of the 
impedance of the synthesized compounds the frequency 
intervals in which it is possible to neglect the influence of 
electrode processes are determined. The temperature 
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dependences of the conductivity and permittivity have 
been studied at the frequencies, which belong to above-
mentioned frequency ranges The temperature 
dependences of the activation-type conductivity and 
permittivity of CuSnAsSe3, CuInAsSe3, CuInAsS3  are 
shown in Figs. 2 and 3. The temperature dependences of 
the permittivity for compounds CuSnAsSe3 and 
CuInAsSe3 are typical of ferroelectrics. The temperature 
dependences of the permittivity of ferroelectrics usually 
have a peak at the Curie temperature. Sometimes, the 
permittivity peaks and remains constant in a certain 
temperature range (smeared phase transition). In addition, 
the permittivity of ferroelectrics is, as a rule, high, ε≥1. 
The temperature dependence of the conductivity of 
ferroelectrics is akin to the temperature run of the 
semiconductor conductivity, i.e., exhibits a change in the 
energy of activation near the phase transition. Notably, 
the energy of activation in the ferroelectric range is lower 
than the energy of activation in the paraelectric range. 
This change in the energy of activation is associated with 
conductivity mechanism changing in both phases. 

 
Table 1. Cell parameters, conductivity and dielectric 
permeability of CuSnAsSe3 ,  CuInAsSe3 and CuInAsS3 

Compound Symmetry, 
lattice constants, nm 

σ, S/m 
(300K, 
10kHz) 

ε (300K, 
10kHz) 

CuInAsS3 
Tetragonal, 

a=0.55184 nm; 
c=1.10845 nm 

10-2 40 

CuInAsSe3 
Tetragonal, 

a=0.57967 nm; 
c=1.15471 nm 

5·10-3 180 

CuSnAsSe3 

Monoclinic, 
a=0.5098nm, 
b=0.8617nm, 

c= 0.7139nm,β 
=94.130 

1.6·10-2 300 

 

 
Fig.1. The high-pressure cell: 1 – the bush; 2 – isolating stuff 

(textolite or teflon); 3 – holders from bronze; 4 – 
synthetic diamonds; 5 – isolating barrel 

 

From these curves, we determined the temperature 
ranges of the supposed ferroelectric transition. In 
CuSnAsSe3, both the ferroelectric phase transition and the 
sharp rise in the permittivity at high temperatures are 

observed, which is characteristic of ionic conductors. 
From the temperature dependences of the conductivity 
(and its high values), it was concluded that CuSnAsSe3 
and CuInAsSe3 possess ferroelectric properties. Because 
of high values of the conductivity, these compounds were 
categorized as ferroelectric semiconductors. For this 
reason, we could not analyze the polarization curve (in 
high-conductivity compounds, dipoles are screened by 
charge carriers). In CuSnAsSe3, both the ferroelectric 
phase transition and the sharp rise in the permittivity at 
high temperatures are observed, which is characteristic of 
ionic conductors. In solid electrolytes at low 
temperatures, the permittivity either is constant or 
increases slowly with temperature. As the temperature 
exceeds the ionic transport temperature, the permittivity 
sharply grows. In materials with ionic or ionic–electronic 
conduction, the dc resistivity increases with time because 
of polarization arising in the cell with the sample. The 
blocking electrodes delay the ions responsible for charge 
transfer, and positive ions accumulate near the negative 
electrode under the action of the electric field, giving rise 
to a positive ion concentration gradient and a diffusion 
ion flux in opposition to the drift flux. Under steady 
conditions, the diffusion and drift fluxes compensate for 
each other and the electronic current alone passes through 
the sample. Thus, from the time variation of the 
resistivity, one can find the ratio between the electronic 
and ionic components of the conductivity. The 
dependence of the resistance of CuInAsS3  from time is 
typical for ion or electronic – ionic conductors (Fig.4). 
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Fig.2. The temperature dependences of the conductivity of    
         CuSnAsSe3 (1), CuInAsSe3 (2), CuInAsS3 (3). 
 

Studies of effects of high pressure on the electrical 
properties of materials allowed to determine pressure 
ranges of possible phase transitions. Baric and frequency 
dependences of a real part of impedance of the cells with 
samples CuInAsS3 and  CuInAsSe3  are shown on Fig. 5. 
These compounds at atmospheric pressure are displayed 
in tetragonal crystal symmetry with structure of the 
chalcopyrite type, with close parameters of an elementary 
cells.  
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Fig.3. The temperature dependences of the permettivity of 

CuSnAsSe3 (a), CuInAsSe3 (b), CuInAsS3 (c). 
 

Essential changes of the electric properties have 
been observed in both CuInAsSe3 and CuInAsS3 in the 
same range of pressures. In compound CuInAsS3 with ion 
conduction on baric dependences of resistance (Fig.5a) 
and of loss angle the maximum and minimum accordingly 
at the same pressure regions were observed. The 
compression of a lattice can result in mobility decrease of 
copper ions and, accordingly, in rise of resistance of a 

sample. At achievement of some pressure there is, 
probably, a change of a lattice, the resistance starts to 
decrease. 
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Fig. 4. The dependence of the resistance of CuInAsS3 from time 

(T=293 K) 
 

In CuInAsSe3 after 34 GPa a resistance  (Fig.5b) 
sharply decreases and ceases to depend on frequencies, all 
curves ReZ(P) practically coincide. If anomalies were 
observed on baric dependencies of all under study 
physical parameters in the same pressure intervals on all 
frequencies than they were interpreted as manifestations 
of the structured changes. Essential changes of the 
electric properties have been observed in CuInAsSe3 and 
CuInAsS3 at pressures 34-37 GPa (structured changes in 
this pressure range can be the same as for CuInSe2 at 
39.2 GPa [7]), in CuSnAsSe3 at 35-37 GPa and 39-
41 GPa. (Fig. 6). The height of column on diagram 
corresponds to maximal pressure from these ranges (at 
temperature 300 K). 

 

 
 

Fig.5. Baric dependences of  a real part of impedance of a cell 
with CuInAsS3 and CuInAsSe3 on different frequencies at 
increase of pressure 
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Fig.6. Pressure values of phase transitions in copper 

chalсogenides. 
 

4. CONCLUSION 
The electric properties of the copper chalcogenides 

CuSnAsSe3, CuInAsSe3 and CuInAsS3 in broad temperature 
range (78-400 K), pressure interval (12-45 GPa) and frequency 
range (10-1-2·102 кГц) have been investigated. Compounds 
CuSnAsSe3 and CuInAsSe3 show ferroelectric properties 
and the temperature range of the ferroelectric phase 

transition is determined. The high permittivity of these 
compounds allows us to characterize them as new low-
temperature ferroelectric semiconductors. The mixed 
(electronic–ionic) type of conduction in CuInAsS3 is 
established (the share of the  ionic component of the 
conductivity is not less 0.43 at 293 K) and the 
temperature range where ionic transport becomes 
noticeable are found. From analysis of the pressure and 
frequency dependences of impedance, dielectric loss 
angle, resistance and conductance the pressure ranges of 
the noticeable changes of electrical characteristics were 
determined. Essential changes of the electric properties 
have been observed in CuInAsSe3 and CuInAsS3 at 
pressures 34-37 GPa, in CuSnAsSe3 at 35-37 GPa and 39-
41 GPa. Changes can be connected to phase transition at 
these pressures. 
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The dependences of relative volume compressibility ΔV/V0 and relative magnetic susceptibility χ/χ0 on the pressure P~7 GPa 

are measured at room temperatures in ferromagnetic semiconductor Cd1-xMnxGeAs2 with (0.06 ≥ x ≥ 0.3). There are observed 
anomalies of magnetic properties in dependences of ΔV(P)/V0 and χ(P)/χ0 at P≥1.6 and P≥4.1. The obtained results reveal the 
occurrence of magnetic phase transitions in all studied polycrystals. Near the critical pressure PSR≈1.6 GPa takes place a transition 
from low magnetization state to high magnetization one, and at  PC ≥4.1GPa happens a  transition from magnetic-ordered phase into 
magnetic-disordered phase. High pressure brings to a considerable decrease in Curie temperature (TC) with value dTC/dP ≈(-14÷ -
6.8) K/GPa. The calculations for bulk modulus B, carried out by means of scaling expression allows to estimate the values of bulk 
modulus in magnetic-ordered and magnetic-disordered phases. 
 
I.      INTRODUCTION 

In the work are presented the experimental results on 
the relative volume change and relative magnetic 
susceptibility under the hydrostatic pressure up to 7 GPa 
and room temperatures, including a region of magnetic 
transformation. 

 
II.     SAMPLES AND METHOD OF EXPERIMENT 

The measurements were carried out on 
polycrystalline samples Cd0.7Mn0.3GeAs2 in “Toroid” high 
pressure device at the hydrostatic pressure up to P≥7 GPa 
in a region of room temperatures. The detail descriptions 
of a method and a technique of the experiment were given 
in works [1, 2]. A synthesis of the samples and 
technological regimes of their growth were described in 
[3, 4]. 

The dynamic magnetic susceptibility was estimated 
by registration of a change in resonant circuit frequency, 
reel core. 

Compressibility was measured by strain-gage 
method like in [5], the samples were of a cylinder shape 
with 3 mm in height and 1 mm in diameter.  

 
III.   MEASURING RESULTS AND DISCUSSIONS 

The results on dependence of relative volume 
compressibility ΔV(P)/V0 and relative magnetic 
susceptibility χ(P)/χ0 on a pressure in Cd1-xMnxGeAs2 
with (0.06 ≥ x ≥ 0.3) are shown in Figures 1, 2. A usage 
of strain-gage method in hydrostatic pressure allows to 
study thoroughly lattice compressibility in a region of 
magnetic transformation by the experimental decrease in 
compressibility of the lattice and increase in bulk modulus 
B, starting from P>4.5 GPa. The bulk modulus increases 
in a wide range of pressures above 4.5 GPa and is going 
on gradually arise close to 7>GPa, what indicates that 
ferromagnetic-paramagnetic transformation occurred at 
this pressure. measurements of ΔV(P)/V0. A 
disappearance of the ferromagnetic state under the 
pressure manifests as sharp  

 

 
 
Fig.1. Baric dependence of the magnetic susceptibility for     

Cd1-xMnxGeAs2. 
 

A value of bulk modulus for ferromagnetic phase Bf 
= 110-120 GPa agrees with results in [6] (Bf = 119±5 
GPa). A value of bulk modulus for paramagnetic phase B 
= 180 GPa (at P>7GPa) are also in a good agreement with 
data in [6], where Bp=180±8 GPa is mean in pressure 
ranges from 5 to 12 GPa.  

Altogether, it should be noted that ordering of bulk 
modulus in a region, where the ferromagnetic state 
disappears, passes smoothly pointing to existence of 
ferromagnetic and paramagnetic regions in wide pressure 
ranges. 
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Fig.2. Pressure dependence of the relative volume change of 
Cd1-xMnxGeAs2. 

 
A transition from ferromagnetic state to 

paramagnetic one is not the first order transition, and a 
coexistence of phases must be considered as the 
fluctuation process. Nature of origin of magnetic 
transformation in magnetic alloys was stated in many 
works [7, 8], where a temperature dependence of the 
elastic constants was researched by the ultrasonic method. 
Thereby, the temperature dependences of bulk modulus 
are very similar to dependences plotted in Fig. 3. Authors 
[8, 9] explained the temperature dependence of bulk 
modulus by heat and volume fluctuations, but not by 
chemical inhomogeneity of the sample. 

 

 
 

Fig.3. Pressure dependence of the bulk modulus            
Cd1-xMnxGeAs2. 

         

 
It means that ferromagnetic and paramagnetic 

regions coexist together. Our results correspond to these 
ideas. A value of volume magnetostriction ωS is estimated 
by means of extrapolation of ΔV(P)/V0 dependence from 
high pressure region, i.e. the lattice volume changes 
owing to spontaneous magnetization of the ferromagnetic 
phase. The values of ωS are (0.5÷1.7) % at T=297 K for 
studied samples Cd1-xMnxGeAs2 and agree well with 
results of work [10]. The dependences of volume 

compressibility for samples Cd1-xMnxGeAs2 with (x=0.06, 
0.18, 0.24, and 0.30) are presented in Fig. 2. As it is clear 
from Figure 2, a decrease in volume occurs almost 
linearly up to P>4 GPa, but at P≥1.5 GPa there is 
observed a break in curves caused, probably, by magnetic 
transformation. Metamagnetic effect was revealed in 
Cd0.9Mn0.1GeAs2 and Cd0.7Mn0.3GeAs2 by researched 
magnetic properties in [11, 12]. A value of bulk modulus 
coincides in this pressure ranges (Fig. 3). However, the 
bulk modulus of Cd1-xMnxGeAs2 begins to loose its 
sharpness at P>4 GPa, this smoothing becomes 
considerable at further increase in pressure. A value of 
modulus of elasticity at P>4.1 GPa is significantly less 
than initial modulus. The pressure increasing above P>4.1 
GPa leads to substantial increase in bulk modulus. In 
general, the dependence of bulk modulus (and 
compressibility) reveals as a typical λ-anomaly, which 
happens, obviously, because of magnetic transformation 
(disappearing of ferromagnetism) at P~4.1 GPa. After 
electronic data processing is derived the scaling 
expression: 
 

c
P
P

b
aB

b

C

+−=
−

1       (1) 

 
used for analysis of critical phenomena. Where bf=0.84, 
bp=0.8, Pcf =4.04 GPa and Pcp=4.03 GPa are critical 
parameters and critical pressures for ferromagnetic and 
paramagnetic phases, correspondingly. Similar data were 
obtained in [16, 19] for Y2Fe14B and Nd2Fe14B by 
ultrasonic changes at high temperatures and pressures.  

The dependence of Curie temperature on pressure 
dTC/dP in Cd1-xMnxGeAs2 can be estimated by the known 
values of TC(TC =355 K) [7-13] and a pressure of 
ferromagnetic-paramagnetic transition P as dTC/dP=(TC-
Troom)/PC. The table presents values for magnetic and 
magnetoelastic properties, where TC is Curie temperature, 
PC is a pressure of magnetic transition ferromagnetic-
paramagnetic, PSR is a pressure of spin ordering, ωS is 
spontaneous magnitostriction, B is bulk modulus 
determined from experimental results presented in Fig. 2. 
The values for B are given in the Table at T=297 K and 
atmospheric pressure.  
 

Table 1.  
Magnetic and magnetoelastic parameters of Cd1-xMnxGeAs2. 
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№ x TC, K PC, 
GPa 

dTc/dP
, 
K/GPa 

PSR, 
GPa 

ωS, 
% 

B, 
GPa 

1 0.06 329 [3] 4,7 - 6.8 1.9 0.5 143 
2 0.18 329 [3] 4.3 - 7.5 1.8 0.8 133 
3 0.24 355 [3] 4.2 - 13.8 1.7 1.24 125 
4 0.30 355 [3] 4.1 - 14.0 1.6 1.7 120 
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There are researched and revealed the metamagnetic phase transitions in high-temperature ferromagnetic semiconductors p-
Cd1-xMnxGeAs2, p-Cd1-xMnxGeP2 and p-Zn1-xMnxGeAs2. In the monocrystal p-Cd0.947MnxGeAs2 there are estimated metamagnetic 
phase transitions along different crystallographic directions [100] and [001]. It is detected that  the crystallographic directions not 
influence on a position of metamagnet phase transition in a high pressure scale, while a value of the amplitude changes.. 
 
I. INTRODUCTION 

The present work continues the investigations on 
high-temperature ferromagnetic semiconductors on the 
basis of compounds of AIIBIVCV

2 doped by magnetic 
impurities (Mn, Cr, etc). In p-Cd1-xMnxGeAs2 and p-Cd1-

xMnxGeP2 were studied the kinetic effects [1-3] and found 
structural phase transitions. In given work there is 
researched the magnetotransport and magnetoresistance in 
p-Cd1-xMnxGeAs2, p-Cd1-xMnxGeP2 and p-Zn1-xMnxGeAs2 
at high hydrostatic pressure up to 7 GPa. 

 
II. SAMPLES AND METHOD OF EXPERIMENT 

Polycrystalline manganese_doped cadmium 
germanium diarsenide, CdGeAs2{Mn}, was prepared by 
reacting presynthesized cadmium diarsenide, manganese 
powder (99.9% purity), germanium (extra pure grade), 
and arsenic (extra pure grade). The starting mixture 
composition was chosen along the CdGeAs2–MnGeAs2 
join. The mixture (5–10 g) was loaded into a graphitized 
silica ampule, which was then pumped down to 10–2 Pa, 
heated (with an isothermal hold at 550°С) to above the 
melting point of CdGeAs2 (~670°С), and quenched in 
order to obtain samples with the highest possible 
manganese content. The sample preparation procedure 
was described in detail elsewhere [4-6]. The Mn content 
of the samples was determined by atomic absorption. 
Their magnetization was measured as a function of 
temperature at atmospheric pressure using a SQUID 
magnetometer. Dynamic magnetic permeability was 
determined bymeasuring the frequency change in a 
resonant circuit incorporating the sample as the core of a 
toroidal coil. The use of an oscillator based on such a 
circuit for dynamic magnetic permeability measurements 
offers a number of advantages: it is convenient for 
measuring the permeability as a function of frequency, 
temperature, applied magnetic field, and pressure. The 
oscillator was fabricated using a K155LN1 integrated 
circuit. Its frequency varied in the range 2 MHz to 20 kHz 
when the sample underwent ferromagnetic ordering or a 
structural transition. The oscillator frequency was 
monitored with a frequency counter. Magnetic 
permeability μ was calculated by equating the inductance 

of the toroidal coil with N turns around the sample to that 
evaluated from the resonance frequency of the oscillator: 

 

abhCN ln8
10

22

72

π
τμ ⋅

=   (1) 

 
Here, C is the capacitance in the resonant circuit; τ is 

the oscillation period; and a, b, and h are, respectively, the 
inner radius, outer radius, and height of the toroidal coil. 
Susceptibility χ was determined from the relation μ = 1 + 
4πχ. When the effect was weak, the signal was 
accumulated for a longer time and then averaged. With 
this technique, there is no need to take into account the 
dynamic range of the frequency measurement system. The 
Hall coefficient RH and transverse magnetoresistance 
Δρxx/ρ0 of polycrystalline Cd1-xMnxGeAs2, Cd1-xMnxGeP2 
и Zn1-xMnxGeAs2 were measured as a function of 
increasing and decreasing pressure near room temperature 
in a Toroid anvil cell at hydrostatic pressures P ≤ 7 GPa. 
The cell was mounted in a solenoid which generated 
magnetic fields H≤400 kA/m. The sample was enclosed 
in an ~80 mm3 Teflon cell fitted with eight wire leads, 
which allowed the resistivity ρ, Hall coefficient RH, and 
transverse magnetoresistance Δρxx/ρ0 of the sample to be 
measured simultaneously under pressure. The pressure 
was monitored with a manganin pressure gage calibrated 
over the entire pressure range of interest using several 
phase transitions of Bi. The experimental procedure was 
described in detail elsewhere [7, 8]. The samples for the 
ρ, RH, and Δρxx/ρ0 measurements were rectangular in 
shape and 4 × 1 × 1 mm in dimensions. Their 
homogeneity was checked by four probe ρ and RH 
measurements. Electrical contacts were made by lead–tin 
solder and showed Ohmic behavior as verified by 
current–voltage measurements. 
 
III. MEASURING RESULTS AND DISCUSSIONS 

In figure 1 are presented the baric dependences of 
the magnetic susceptibility for p-Cd1-xMnxGeAs2,              
p-Cd1-xMnxGeP2 (fig. 2), and p-Zn1-xMnxGeAs2 (fig. 3). 
Figure 1 shows that maximum (χ/χ0)(P) shifts towards the 
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low temperatures from P=2 GPa for x=0.06 to P=1.6 GPa 
for x=0.3 with increasing of manganese percentage in p-
Cd1-xMnxGeAs2. The maximum amplitude vice versa 
increases with increasing of manganese percentage. The 
same behavior is observed for two samples with x=0.9 
and x=0.18 in p-Cd1-xMnxGeP2. The studied dependence 
of relative magnetic susceptibility (χ/χ0)(P) for samples  
p-Zn1-xMnxGeAs2 (x=0.02 and 0.04) is presented in 
Fig.(c), and as is clear the observed scenario is similar to 
previous materials. When pressure decreases, in all 
studied samples in (χ/χ0)(P) dependences is observed a 
hysteresis, which maximums can be used grades. 
 

 
Fig. 1. Baric dependences of the magnetic susceptibility for 
           p-Cd1-xMnxGeAs2 

 
Fig. 2. Baric dependences of the magnetic susceptibility for 
             p-Cd1-xMnxGeP2 

 

Throughout the investigations of structural phase 
transitions in oriented samples [2] in monocrystals p-
Cd0.947Mn0.053GeAs2 is presented a dependence of 
magnetic susceptibility (χ/χ0)/(P) for oriented samples p-
Cd0.947Mn0.053GeAs2 (Fig. 4). As it is clear from figure the 
magnetic susceptibility increases at Pc=1.7 GPa and 
achieves the maximum. A position of peaks for magnetic 
susceptibility in a scale of high pressures for the samples 
cut out along the axis C [001] and across the axis C [100] 

is similar and differs by a height of the peak. The 
observed maximum in (χ/χ0)/(P) dependency can be 
interpreted  as spin-reoriented magnetic phase transition 
ferromagnetic-antiferromagnetic for what speaks a 
presence of susceptibility arm after the ferromagnetic-
antiferromagnetic transition typical for antiferromagnetic 
state. Here is observed a considerable hysteresis of 
(χ/χ0)/(P) at pressure release.  

 
 
Fig. 3. Baric dependences of the magnetic susceptibility for 
            p-Zn1-xMnxGeAs2 
 

In studied samples in a region of the phase transition 
there is observed a negative magnetoresistance (Fig. 5), 
which is distinct by a character of Δρxx(P) dependency for 
different crystallographic directions. When pressure 
decreases, the hysteresis observed in Δρxx(P)  
dependency.  

The estimated experimental data can be used for 
design for pressure transducers (reference). There are 
several principles of operations of pressure transducers 
basing on resistivity, Hall effect, etc. This work offers a 
pressure transducer based on metamagnetic phase 
transition. 

 
Fig. 4. Dependence of relative magnetic susceptibility (χ/χ0)/(P) 

and specific resistivity (ρ/ρ0)(P) in different 
crystallographic orientation for the monocrystalline 
sample Cd0.947Mn0.053GeAs2 
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The offered transducers are diminutive, practically 
feasible, as a character indicator is used the magnetic 
susceptibility of phase transition, which has a sharp peak 
of high intensity, easily measured, not requires Ohmic 
contacts. A value of reference pressure can be easily 
changed varying a percentage of manganese. The data of 
repes point are presented in the table 1. 

 
Table 1. A value of repes point for the samples Cd1-xMnxGeAs2 

 
№ Samples  X type compres decompres 
1 CdGeAs2 0.00 р 5.9 2.9 
2 Cd1-хMnхGeAs2 0.003 р 5.7 2.8 
3 Cd1-хMnхGeAs2 0.053 p 5.5 2.7 
4 Cd1-хMnхGeAs2 0.06 p 5.4 2.6 
5 Cd1-хMnхGeAs2 0.18 p 5.2 2.5 
6 Cd1-хMnхGeAs2 0.30 p 4.9 2.4 
7 Cd1-хMnхGeAs2 0.36 p 4.8 2.3 

 

Fig. 5 (a) Dependences of transverse and longitudinal 
magnetoresistance on the pressure for CdGeAs2 <Mn> 
x=0.06÷0.3 (b) Dependences of transverse 
magnetoresistance on the pressure for CdGeAs2 <Mn> 
x=0.06÷0.3 at pressure increase (dark symbols) and for 
CdGeAs2 <Mn> x=0.3 at pressure decrease (light 
symbols). 
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In monocrystallin samples n-InAs and n-CdAs2 was measured the ρ(P) at the hydrostatic pressures up to 9 GPa and room tem-

peratures with pressure rise and releasing. As a result two reference points were obtained for n-InAs, and for n-CdAs2 there were get 
four reference points in crystallographic direction [001] and three points in [100] direction. 

 
1. INTRODUCTION 

Homogeneous semiconductors and semiconductor 
structures are widely applied as a resistive point conti-
nuous transducer of pressure in metrology and also for au-
tomation of technological synthesis processes of super-
solids and precious-stone raw material at high pressures 
owing to high susceptibility to external action and variety 
of properties [1-5]. 

Physical principles underlying the work of semicon-
ductor resistive continuous transducers of pressure are in 
a change of electron and phonon spectra under deforma-
tion. 

The present work is the continuation of researches of 
perspective semiconductor materials, that were began in 
the Institute of Physical, Daghestan Scientific Center Rus-
sian Academy of Sciences with the aim of forming data 
bank that can be used either at making pressure transmit-
ters for calibration of high pressure apparatus or as com-
mand elements for automatization of processes of synthe-
sis of supersolids and precious stone raw materials [6]. 

InAs belongs to semiconductors of A3B5 type with 
isotropic electrical properties studied well enough. How-
ever, available data for InAs are inconsistent. CdAs2 is 
one of least studied semiconductor of A3B5 type of crystal 
heterogonal modification whose structural features deter-
mine a considerable anisotropy of electrical properties. 
Data available in literature on investigation of CdAs2 at 
high pressure are also insufficient. 
 
I. EXPERIMENT 

Mono- and polycrystal n- and p-InAs samples (with 
the concentration of carriers 1015 – 1017 cm-3) and n-
CdAs2 monocrystals (n=1014–1015 cm-3) have been inves-
tigated that were oriented in different crystallographic di-
rections. Hydrostatic pressure was generated in the high-
pressure apparatus of type "toroid" (fig. 1) which was lo-
cated in the solenoid with magnetic intensity H≤5 кЭ. 

The measurements were carried out at rise (com-
pression) and fall (decompression) of pressure that was 
measured by manganine manometer graduated towards 
reper point [7] in all process of investigations. The error 
of pressure measurements was about 3 %. Hydrostatic 
pressure up to P≤ 9 GPa was created in teflon capsule 
whose effective volume was ≈80 mm3 by the methodic 
described in work [8] that was partially improved. 

Monocrystal samples had the form of rectangular pa-
rallelepiped with the dimensions of 2.5×0.6×0.5 mm. Po-
lycrystall samples were a kind of circles of cardboard or 

paper with the hole of 0.5-1 mm in the central part into 
which 2-3 mg of semiconductor material is pressed. 
 

 
Fig. 1.  A device for measuring  of baric dependence parameters 

of solids at high hydrostatic pressure up to 10 GPa: 1 – 
ring of support; 2 – insert from WC-6M; 3 – manganin 
pressure pickup; 4 – catlinite insert; 5 – catlinite ring; 6 
– electrical leads; 7 – teflon capsule; 8 – copper lid; 9 – 
cooper lids; 10 – sample; 11 – solenoid. 

 
II. RESULTS AND DISCUSSIONS 

The change of electroresistance from pressure which 
is easily measured with perfect exactness was chosen as 
indicator of properties.  

Performances of the explored samples of arsenide of 
indium are presented in table 1. 

 
Table 1 Electrophysical properties of the explored samples n-InAs 

№ ρ
0
, Om⋅sm |R

0
|, sm

3
⋅C

-1
 |μ

H
|, sm

2
⋅V

-1
⋅s

-1
 

1 1.2⋅10-2 340.4 28367 
2 1.0⋅10-2 250 25000 
3 3.7⋅10-3 76.2 20594 
4 3.2⋅10-3 63.0 19687 
5 2.4⋅10-3 26.0 10833 

 
Typical results of measurements of specific electro-

resistance n-InAs in the region of phase transition at hy-
drostatic pressure up to 9 GPa at compression and de-
compression are shown in fig.2. Phase transitions that can 
be used as reper points are observed on curves of baric 
dependences ρ/ρ0 from pressure at compression (P=6.9 
GPa) and decompression (P=2.2 GPa). 

Thus the presence of considerable (from several or-
ders) Jumps of electroresistance in the region of phase 
transition and linear dependence lg(ρ/ρ0) in the range of 
pressures 3-6 GPa allows to use indium arsenical as reper 
and command element i.e. one semiconductor combines 
two types of pressure transmitters. The position of phase 
transition on the scale of high pressures at quasihydrostat-
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ic pressure in InAs satisfactory coincides with the data 
obtained at hydrostatic compression. 

 

 
Fig. 2   Dependence of given specific electroresistance in n-InAs   

(n=2 1016 cm-3), measured at compression and decom-
pression 
 

Diarsenicum cadmium (CdAs2) is one of the least 
studied semiconductor junctions A2B5 that crystallized in 
tetragonal singonia. The peculiarity of its structure is the 
presence of As-As contacts alongside with Cd-As con-
tacts that form zigzag chain structures stretched along 
[001] direction what determines considerable anisotropy 
of electric properties [9]. The samples were made of pa-
rallelepiped form and oriented in such way that their 
edges coincided with [100] and [001] crystallographic di-
rections. 

Performances of the explored sample diarsenicum 
cadmium are presented in table 2. 

 
Table 2 Electrophysical properties of the explored samples n-CdAs2 

№ 
ρ

0
, 

Om⋅sm 
|R

0
|, sm

3
⋅C

-1
 |μ

H
|, sm

2
⋅V

-1
⋅s

-1
 Direction 

1 11.2 16892 1508 [100] 
2 8.6 21750 2529 [100] 
3 7.4 15037 2032 [100] 
4 27.0 5840 216 [001] 
5 40.0 3289 82 [001] 
6 40.0 3500 87.5 [001] 
 

Baric dependences of specific electroresistance ρ(P) 
for samples of CdAs2 at compression and decompression 
are shown in fig.3.  

In Fig.3 are presented the dependences of resistivity 
ρ(P) at compression and decompression for CdAs2 sam-
ples in crystallographic directions [001] (curve 1) and 
[100] (curve 2). The ρ(P) rises or falls in the dependence 
of crystallographic directions.   

In samples oriented towards [100] direction (curve 
2) the specific resistance increases up to P=2 GPa, when 
pressure rises, and then increases up to P=3.0 GPa as a re-
sult of the phase transition, at P=3.1 GPa decreases again 
up to P=4.5 GPa. Two clear peaks are observed in ρ(P) 
dependence at P=3.0 GPa and P=5.5 GPa.  

A dependence of the specific resistance for n-CdAs2 
samples oriented towards [001] direction has more com-
plicated character (Fig.3, curve 1). 

When pressure rises, the specific resistance increas-
es, in ρ(P) dependence are observed three peaks at P=1.8 
and 5.5 GPa. The maximum at P=5.5 GPa is interpreted 

A change in resistivity at pressure fall occurs with large 
hysteresis. When pressure falls, there is also observed 
phase transition in  ρ(P) baric dependences at P=3.6 GPa. 
Value coincidence of initial points of ρ(P) dependences at 
pressure rise with values of finite points of these curves at 
pressure fall indicates the reversibility of the phase transi-
tion and the lack of splitting and change of phase compo-
sition in studied samples. The values of concentration and 
mobilities before and after phase transition allow to con-
clude that there is semiconductor-semiconductor phase 
transition in cadmium diarsenide at P=5.5 GPa. The phase 
transition in CdAs2 could not be judged more definitely 
because of lack of X-ray-structural researches at high 
pressures P ≤ 9 GPa. 

 

 
Fig. 3   Dependence of electroresistance in n-CdAs2, measured 

 
Thus the presence of maxima at P=1.8; 3 and 5.5 

GPa 

obtained data on the reference points for sam-
ples 

ble 3 Values of pressure in point of phase transition 

№
n 

at compression and decompression in different direc-
tions 

at compression, and presence of maximum at P=3.6 
GPa at decompression allows to recommend n-CdAs2 as a 
perspective material for making of reference point of 
pressure. 

The 
n-InAs and n-CdAs2 (in directions [001] and [100]) is 

presented in table 3. 
 
Ta

Samples Direction 
Points of phase transitio

Comp. Decomp. 

1 n-CdAs2 [001] 
1.8 GPa; 

3.6 GPa 3.0 GPa; 
5.5 GPa 

2 n-CdAs2 [100] 3.6 GPa 3.0 GPa; 
5.5 GPa 

3 n-InAs – 6.9 GPa 2.2 GPa 
 

From the gained data it is possible to draw the fol-
lowing
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as structural phase transition, which meets in works [10]. 
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PHYSICAL PROPERTIES OF SnS THIN FILMS GROWN BY HOT WALL DEPOSITION 
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SnS thin films were grown by hot wall deposition method onto glass substrates at temperatures between 220 and 380 °C. The 
as-grown films exhibited uniform composition through the film thickness. The atomic ratio of Sn to S is 1.06 (51.5 at. % of Sn and 
48.5 at.% of S). The X-ray diffraction studies showed that SnS films were single-phase and had orthorhombic crystal structure with a 
strong (010) orientation. The SnS layers showed p-type conductivity and exhibited an electrical resistivity of (2 - 6) Ω⋅cm with an 
activation energy of (0.12 - 0.13) eV. The thermopower value varied from 240 µv⋅K–1 to 950 µv⋅K–1 depending on the deposition 
parameters. The films exhibited a high absorption coefficient (> 6⋅104 cm–1) above the fundamental absorption edge with an optical 
band gap in the range of 1.15 - 1.28 eV. The obtained results were analyzed to evaluate the potentiality of the as-grown SnS films in 
the fabrication of thin film solar devices. 
 
Keywords: SnS -1: Hot wall deposition – 2: Physical properties – 3 

 
1. INTRODUCTION  

During the last decade, investigations of new 
materials have evoked considerable interest in SnS thin 
films due to their vast potential for use in thin film solar 
cells and other optoelectronic devices like holographic 
recording system, solar control device etc. [1–4]. Layered 
semiconductor SnS is a IV-VI compound crystallizing in 
the orthorhombic structure (space-group Pnma, GeS 
structure type) [5, 6]. Their unit cell spans two layers, 
which stack along the [010] axis of the crystal. In thin 
film form SnS is usually a p-type semiconductor with 
different band gap values in the range of 1.07-1.38 eV. 
The acceptor levels are created by double ionized tin 
vacancies [7, 8]. Tin sulfide thin films show high 
absorption coefficient (> 104 cm-1) in the visible range [3]. 
They contain only relatively less-toxic materials and 
stable in the slight acidic media [9]. SnS has also a good 
thermoelectric properties and it may became a good 
thermoelectric material for future applications [10]. 

Hot wall vacuum deposition method (HWVD) has 
been used for thin IV-VI films deposition for some 
decades [11]. The method showed high efficiency and 
economy as HWVD is concerned with the film growth 
under conditions close to thermodynamic equilibrium and 
with a minimum loss of material [12]. 

In this paper we report the synthesis of SnS thin films 
using hot wall vacuum deposition method and the 
variation of microstructure, electrical and optical 
properties with respect to substrate temperature. 

 
2. EXPERIMENTAL  

Polycrystalline SnS ingots were synthesized by the 
fusion method. In this method, the reaction between the 
sulfur vapors and molten tin metal was allowed to take 
place gradually in evacuated silica glass tube. 
Stoichiometric mixtures (with an accuracy of 5×10-4 g) of 
Sn and S of high purity 99.999% were sealed into 
evacuated silica tube at the pressure of 10-3 Torr. The 
evacuated tube was then placed into an electric furnace 
and kept first at 450 °C for 7 days and at 700 °C for 10 
days after. In order to avoid explosions due to the sulfur 

vapor pressure, the tube was heated slowly (25 °C/h). The 
tube was gradually cooled with a cooling rate of about 
20 °C/h to room temperature in order to obtain 
polycrystalline SnS ingots. 

The main feature of the HWVD system is the heated 
linear 1.2 cm diameter quartz tube containing source 
material, which served to enclose and direct the vapor 
from the source to the substrate. The quartz tube and 
substrates were heated independently. Thin films were 
deposited by keeping the quartz tube temperature of 
around 590 oC [13, 14]. Glass plates were chemically 
cleaned, rinsed with distilled water and blown dried with 
compressed air before deposition. The range of substrate 
temperature was varied from 220 to 380 oC. The substrate 
was held at a distance of about 1 mm from the open end 
of the quartz tube. In this way the substrate acts as a lid 
closing the tube with the help of substrate holder heater. 
The pressure in the chamber was about 10−5 Torr during 
evaporation. Chromel–alumel thermocouples were used to 
measure the temperatures of quartz tube and the substrate. 

The crystal structures of SnS powder and thin films 
were investigated by X-ray diffraction (XRD) using a 
Siemens D-5000 diffractometer with CuKα (λ = 1.5418 
Å) radiation. The 2θ - range for the diffractometer was set 
from 10 to 100o with a step size of 0.038o. The observed 
phases were determined by comparing the d-spacing with 
the Joint Committee on Powder Diffraction Standard 
(JCPDS) data files. In order to consider instrumental 
error, the samples were coated by Si powder suspended in 
acetone. 

The composition and surface morphology of thin 
films were investigated by electron probe microanalysis 
(EPMA) using a CAMECA SX-100 with an accuracy of 
about 2 % and scanning electron microscope JEOL 6400, 
respectively. Depth profiling was performed by Auger 
electron spectroscopy (AES) using Perkin Elmer Physical 
Electronics 590 with simultaneous sputter etching. 

Electrical conductivity measurements were carried 
out using a dc two-probe configuration in a special 
cryostat. The temperature range was extended from 150 
up to 420 K. All measurements were carried out under 
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vacuum condition of about 5×10-4 Torr. The “Leit-C” 
paste was used as ohmic contact. The ohmic nature of the 
contacts was checked by recording the current–voltage 
characteristics. Thermoelectric properties (Seebeck 
coefficient) of the films were measured at room 
temperature. The temperature difference between the 
"hot" and "cold" ends of the samples was ΔT = 25 K. 

The optical transmittance was carried out using 
Varian Cary 50 UV–VIS spectrophotometer in the 
wavelength range of 500 – 2000 nm with an incident 
radiation perpendicular to the film. 

 
3. RESULTS AND DISCUSSION 

SnS thin films grown at different substrate 
temperatures were characterized by XRD measurements. 
All films show strong orientation along [010] direction 
showing high textured spectra with strong 040 peak. Fig. 
1 shows the typical XRD spectrum of the SnS thin film. 
Tin sulfide pattern (JCPDS # 39-0354) was used as a 
reference for qualitative analysis of the samples. The cell 
parameters for orthorhombic structure were evaluated by 
the following standard equation: 

2 2 2

2 2 2 2

1 h k l
d a b c

= + +                     (1), 

where d is a interplanar spacing, h, k, l are the Muller’s 
plane indexes, and a, b, c are the cell parameters. 

The obtained films are polycrystalline and single-
phase in nature. The grown structure is orthorhombic with 
cell parameters in the range of а = 4.270–4.296 Å, b = 
11.226–11.257 Å, c = 3.982–3.991 Å depending on 
deposition conditions. The grain size in thin films was 
calculated from the X-ray (040) line width using the 
Sherrer’s formula: 

0.94
cos

D λ
β θ

=                           (2), 

where D is the grain size, λ is the wavelength of X-ray 
radiation, β is the full width at half maximum (FWHM) of 
the peak, θ is the peak angle. The grain size increases 
from 35 to 65 nm with the increase of substrate 
temperature, in agreement with Devica’s report [9]. 
Typical cross-section SEM image of the SnS film is 
shown on Fig. 2. Deposited films are high densely 
packed, pinhole and microcracks free. The films show 
layered structure with the most layers parallel to the 
substrate surface. The sufficient volume of the film is 
filled with large grains (about some micrometers). The 
film thicknesses estimated from the cross-section images 
of the films are 1 – 5 μm. The SEM studies of as-grown 
layers demonstrate the strong growth temperature 
dependence of surface morphology of SnS thin films. A 
gradual change in crystallites growth from barley like 
nature to densely packed nature is seen with the increase 
of substrate temperature. The films grown at high 
temperature consist of quite large layered crystallites. 
These granules are grown randomly with irregular shapes 
and sizes. The result showed that such a layered structure 
is a common feature of IV-VI compounds. It also 
appeared that the grown granules are loosely packed 
together and form a highly rough surface. The grains are 
electrically well connected to each other, which is 
essential for the development of p-n junction. The density 
of the films is of critical importance, since it will prevent 

the diffusion of atoms during the growth of the buffer and 
window material layers for the production of thin film 
solar cells. 
 

 
Fig. 1. Typical XRD spectrum of the SnS thin film. 

 
 

 
 

Fig. 2. SEM-image (cross section) of the SnS films. 
 

The elemental composition of the films, observed by 
EPMA and AES, is close to stoichiometry with small 
deficiency of sulfur. Fig 3 shows typical EPMA spectrum 
of SnS thin film. The as-grown films exhibited a 
composition with the atomic ratio of Sn to S of 1.06 (51.5 
at. % of Sn and 48.5 at.% of S). The energy dispersive 
analysis of all as deposited films showed that the obtained 
films are homogeneous and the compositions of the films 
are reproducible. That clearly shows that composition 
control can be easily achieved using hot wall deposition 
technique. 

The AES depth profile was used to study the 
concentration of elements in the as-grown SnS films. The 
data were obtained by sputtering the area of 10x10 μm2 
with energetic argon ions at a rate of 1000 Å/min. The 
typical depth profile for one representative sample is 
given in Fig. 4. It shows peak heights at different depths 
(time) for tin and sulfur elements. The AES depth profiles 
of films reveal relatively uniform distribution of 
components across the thin film. This observation 
supports the XRD data, indicating uniform, single-phase 
thin film material. 
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Fig.3. Typical EDAX spectrum of the SnS layers. 

 

 
Fig.4. Representative AES depth-profile of the SnS films. 

 
Hot probe measurements indicate p-type conductivity 

of the as-grown SnS films deposited in the substrate 
temperature range of 220 – 380 °C. The average Seebeck 
coefficient and the electrical resistivity at room 
temperature were α = 240 – 950 µv⋅K–1 and ρ = 2 – 6 
Ω⋅cm, respectively.  

The temperature dependence of the dark conductivity 
(σ) was measured in the temperature range of 150 – 420 
K. Electrical conductivity of SnS thin films increases with 
increasing of temperature that exhibits semiconductor 
behavior. The conductivity activation energy of tin sulfide 
films was evaluated using the Arrhenius equation: 

)exp(0 kT
EaΔ−

=σσ                     (3), 

where ΔEa is the electrical conductivity activation energy 
of the impurity level, which depends on its position in the 
band gap, σo – proportional constant, k – Boltzmann 
constant, and T – absolute temperature. 

The activation energy of the films calculated from the 
slope of semilog plot of conductivity (σ) versus 1000/T is 
shown in Fig.5. This plot is linear in a temperature range 
of 200 – 420 K, indicating the extrinsic nature of the 
semiconductor. 

The extrinsic behaviour is due to the charge carriers 
liberated from the impurity levels. As-deposited SnS 
films exhibited activation energy of 0.12-0.13 eV. The 
activation energy of the SnS films is attributed to shallow 
acceptor states due to Sn vacancies [7, 15]. These Sn 
vacancies are characteristics of IV-VI compounds that 
play a significant role in establishing the p-type 
conductivity of these compounds. 

 
Fig.5. Plot of log(σ) as a function of 1000/T for the SnS layers. 
 

Devica et.al. [9] reported an activation energy of 0.26 
eV for thermal evaporation SnS films, Noguchi et. al. [16] 
observed the activation energy between 0.28 eV and 0.34 
eV in thermal evaporated SnS films. Lopez et. al. [15] 
reported activation energy of 0.54 eV for sprayed SnS 
films. Therefore, the activation energy of the SnS films 
depends on the film thickness, the preparation technique 
and the film composition. The nature of the impurities 
responsible for the different values of activation energy 
requires further study. 

Optical properties of SnS films were studied by the 
optical transmittance (T) spectra in the range of 500 – 
2000 nm using unpolarised light at room temperature. The 
absorption coefficients α of the films in high absorbing 
region was calculated using the relation: 

1 1ln
d T

α ⎛ ⎞= ⎜ ⎟
⎝ ⎠

                             (4), 

where T is the transmittance value, and where d is the 
film thickness in cm, evaluated from high magnification 
cross-sectional SEM images. 

The films were highly absorbing with an optical 
absorption coefficient (α) over 104 cm–1 near the 
fundamental absorption edge, so that even thin layers can 
absorb most of the incident radiation.  

The optical energy band gap of the SnS films was 
estimated using the well-known relationship (αhν) for 
direct transitions, given by [17]: 

 
(αhν)= A(hν- Eg)1/2                     (5), 

 
where α is the absorption coefficient, Eg  is the optical 
band gap, hν is photon energy and A is a constant. 

The typical plot of (αhν)2 vs a function of photon 
energy (hν) for the SnS films deposited at 220 ºC is 
shown in Fig. 6. 

This plot near the fundamental absorption edge is 
linear, indicating that all optical transitions between 
valance band and conduction band are direct allowed 
transitions. The films exhibit the optical band gap in the 
range of 1.15 - 1.28 eV which increases with a decrease in 
film thickness. The lower band gap values might be 
explained by a large number of defects (structural 
disorders, dislocations) and surface imperfections induced 
by the rough surface films with larger thickness. The 
values of the optical energy band gap obtained in this 
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work are in good agreement with the data reported by the 
others groups, dealing with SnS materials [9, 18-20]. 

 

 
Fig.5. Plot of (αhν)2 as a function of photon energy for the SnS 

films deposited at 220 ºC. 
 
4. CONCLUSION 

Tin sulfide films were deposited at different substrate 
temperatures from 220 ºC to 380 ºC by hot wall vacuum 
deposition onto glass substrates. X-ray diffraction 
measurements showed that as-grown SnS films have a 
double layered orthorhombic structure with cell 

parameters in range of а = 4.270–4.296 Å, b = 11.226–
11.257 Å, c = 3.982–3.991 Å. The crystal structure of 
films remains unaffected by increasing of substrate 
temperature. According to the SEM investigation, using 
HWVD method it is possible to produce SnS layers of 
several microns thick that are pinhole free, conformal to 
the substrate, and that consist of densely packed large 
layered crystallites. The electrical measurements showed 
that the SnS films are non-degenerate semiconductors of 
p-type conductivity with electrical resistivity about (2 -
 6) Ω⋅cm, activation energy of 0.12 - 0.13 eV and 
thermopower in the range of 240 - 950 µv⋅K–1. The films 
show absorption coefficients > 6⋅104 cm–1 above the 
fundamental absorption edge with an optical band gap in 
the range of 1.15 - 1.28 eV, that clearly shows that these 
films could be used as absorber material in thin film solar 
cells and the others photovoltaic applications. 
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The growth of the GaSb-related multinary compounds by liquid phase epitaxy has been studied. The high-quality GaInAsSb solid 

solutions with composition near the miscibility gap boundary have been obtained. These quaternary solid solutions lattice matched 
with GaSb are competitive for optoelectronic applications in the spectral range of 1.2-2.6 µm. The performance of the photodiodes 
with GaInAsSb active area is comparable to state-of-the-art results for the devices with photosensitivity maximum at 2.0-2.3 μm. 
 
1. INTRODUCTION 

In recent years, the fast development of the infrared 
(IR) optoelectronic devices has been stimulated by 
achievements in the epitaxial growth of the III-V 
semiconductor materials. Lasers, photodiodes, solar cells, 
TPV devices based on GaSb-related multinary 
compounds have been suggested for laser diode 
spectroscopy of gases and molecules, eye-safe laser 
rangefinding systems, optical fiber communication, 
ecological monitoring, medicine, energy production and 
etc.  [1-5].   

Different epitaxial techniques for growth the high-
quality GaSb- related materials have been developed. 
Such advantages of liquid phase epitaxy (LPE) as 
simplicity, low cost, the absence of toxic precursors or 
by-products are of current importance. Moreover, there is 
a great success in growth of quantum wells (QWs), 
superlattices and quantum dots by LPE [6], in spite of the 
fact that application of this technique for nanostructures is 
limited.  

On the other hand, the main drawback of LPE as the 
thermodynamically equilibrium method is the 
fundamental thermodynamic limitations on obtaining the 
III-V materials. Thus, the narrow gap GaInxAsSb solid 
solutions lattice-marched with a GaSb substrate can be 
grown by LPE with compositions only in the ranges of 
0<x<0.29 and 0.74<x<1, which correspond to band gap 
energy values in the ranges Eg~0.72-0.4 eV and Eg~0.3-
0.24 eV, respectively [7]. Unfortunately, a solid phase 
miscibility gap limits the working wavelength domain of 
GaInAsSb-based devices.  

In this paper we present the important aspects of 
growth by LPE and characterization of the GaInAsSb 
solid solutions with composition in the vicinity of the 
miscibility gap boundary. 

 
2.   EXPERIMENT 

In this study, for growth from the melts the standard 
LPE system with the horizontal quarts reactor was used. 
The reactor was annealed at 9500C under vacuum 

conditions for 24 hours and then at 7000C under H2 flow 
for 48 hours. After loading the source materials, a 
graphite boat was annealed in H2 flow at 7200C for 4 h. 
Then the system was cooled to room temperature, and the 
substrate was placed in the boat. The temperature was 
raised to 640 ºC and held for 15 min. The system was 
then cooled down with the rate of 0.3-0.6 grad/min up to 
the growth temperature.  

The substrates were tellurium-doped GaSb with (100), 
(111)A and (111)B orientations (n=(1-5)×1017 cm−3, 
μ=4500-6500 cm2/V×s at T=80 K). The GaSb, InAs, InSb 
binary compounds were used for the melt preparation.  

The chemical composition of the alloys was 
determined by quantitative electron probe microanalysis 
using a CAMEBAX microanalyzer. The crystalline 
quality of the grown layers, heterostructure interface 
abruptness and the surface properties have been studied 
with X-ray diffraction methods, photoluminescence (PL) 
spectroscopy, scanning electron microscope (SEM).  

 
3. RESULTS AND DISCUSSION 

The liquidus compositions were selected by 
investigating the melt-solid phase diagrams of the Ga-In-
As-Sb systems. The EFLCP (excess thermodynamic 
functions and linear combinations of chemical potentials) 
thermodynamical model [8,9] based on the third order 
virial descending for mean free mole Gibbs energy of the 
melt onto the mole portion of each component has been 
used for phase equilibrium diagram calculating. 

The basic equation of the EFLCP model for activity 
coefficients of the melt γi has the following form [8]: 

Here R is the gas constant, T is the temperature (K), n 
is the number of components, xi is the mole fraction of the 
i-th component of the melt, and αij, βij and Ψijk are model 
parameters. All the model parameters have a strong 
physical meaning. They may be derived from the known 
data on thermodynamic functions. Our experimental 
results are in good agreement with our calculations.  
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High-quality GaInAsSb solid solutions with composition near the miscibility gap boundary were grown at T=6000C on 
Te-doped GaSb (100), (111)A and (111)B substrates. The growth rate was 1-4 μm/min. The parameters of these 
compound semiconductors are presented in Table 1. 

 
 
 
 
 
 
 
 
 
 
 
 
In the case of GaSb(100) substrate, the GaInXAsSb 

material with In content of 0.22 was obtained. According 
to X-ray diffractometry data, the lattice mismatch 
between the GaInAsSb epitaxial layer and GaSb(100) 
substrate was as small as (1-3)×10−4 at T=300K. The full 
width of half maximum (FWHM) of the diffraction 
reflection curves were 15 arcsec for the layers and 10 
arcsec for the substrates, indicating substrate-layer 
interface abruptness and high crystalline quality of the 
grown epitaxial layers. The 80K photoluminescence peak 
wavelength is 2.075 μm, and the FWHM of PL spectrum 
is about 17 meV. Such FWHM value results from 
compositional homogencity of the material.  The width of 
the Ga0.78In0.22As0.18Sb0.82  band gap determined from  
photoluminescence data  was 0.58 eV at T=80K (Eg=0.53 
eV at T=300K ). These values are accord with calculated 
miscibility gap boundary at growth temperature of 580-
6000C. It was shown earlier that the crystallographic 
orientation of the GaSb substrate affects on the 
composition of the GaInAsSb solid solutions [10]. In our 
experiments, the In content in the solid phase increases 
from 0.22 to 0.24 as one runs through the series of 
orientations of the GaSb substrate (100), (111)A, (111)B. 
As seen from the Table 1, the In  content reaches 0.24 for 
GaSb(111)B substrate.  

This effect leads to band gap width decreasing up to 
Eg=0.50 eV and a shift of the long-wavelength edge of 
the photosensitivity of the GaSb/GaInAsSb 
heterostructutres (See Fig. 1).  

The half maximum wavelength (λ50%) of sensitivity 
for the heterostructures grown on GaSb(100) substrate 
(Fig.1, curve 1) is 2.32 μm, the long-wavelength edge 
(λth) lies at 2.42 μm. These values are determined by 
energy gap of the Ga0.78In0.22As0.18Sb0.82 active layer 
(Eg=0.53 eV).  

The long-wavelength threshold for the 
heterostructures on GaSb(111)A is observed at λth=2.46  
μm (Fig.1, curve 2). When substrate is GaSb(111)B, the 
long-wavelength threshold is red shifted to λth=2.55 μm  
(Fig.1, curve 3). Thus, using a GaSb (111)B substrate 
makes it possible to increase the In content in the solid 

phase and to obtain the GaInAsSb with narrower band 
gap. We suppose that this fact is due to more strong 
stabilization effect of GaSb substrate with (111) 
orientation in contrast to GaSb (100) one. 

One of the main requirements for the GaInAsSb 
material from the photodiode point of view is a low 
carrier density in an active layer.  

The Ga0.78In0.22As0.18Sb0.82 solid solutions grown on n-
GaSb(100) substrate without the buffer layer demonstrate 
high hole density and low mobility (p=(1-3)×1017 cm−3, 
μ=300-400 cm2/V×s at T=80 K). To decrease the carrier 
density in these solid solutions we used such methods as 
tellurium doping, use of rare-earth elements, and growth 
from the lead containing melt.         
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Fig.1. Spectral photosensitivity distribution of GaSb/GaInAsSb 
heterostructures grown  on  the substrates: 1−GaSb(100), 
2−GaSb(111)A, 3 − GaSb(111)B. 

       
In this study such method as purification of the 

materials by rare-earth elements was applied to decrease 
the carrier density in the GaInAsSb. The rare-earth 
element holmium of 3N purity was introduced into the 
melt. The Ho content in the liquid phase was varied from 

Table 1.  Room-temperature parameters of the GaInAsSb solid solutions grown by LPE 

Composition Substrate In content in solid 

phase 

Band gap Eg, eV Long-wavelength 

edge λth, μm 

Ga0.78In0.22As0.18Sb0.82 GaSb(100) 0.22 0.53 2.42 

Ga0.77In0.23As0.20Sb0.80 GaSb(111)A 0.23 0.512 2.46 

Ga0.76In0.24As0.21Sb0.79 GaSb(111)B 0.24 0.504 2.55 
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0.003 to 0.12 at. %. We have found that the hole density 
in the GaInAsSb material fall by two orders of magnitude 
(from (1-3)×1017 to (2-4)×1015cm −3, T=80 K) with 
increasing the Ho content in the melt up to 0.01 at. %. At 
that, the carrier mobility rises to 2000 cm2/V×s. The 
concentration of shallow acceptors with the activation 
energy of E=0.008-0.014 eV decreases. We believe that 
purification effect is due to the fact that the rare-earth 
element introduced into the melt actively interacts with 
residual impurities with the formation of high-melting 
compounds which precipitate in the melt and are not 
incorporated into the grown layer [11,12]. The main 
restrictions on introducing rare-earth atoms into the 
crystal lattices of III-V materials are the high chemical 
reactivity and the low solid solubility [13].  

The photodiodes with the GaInAsSb active area 
grown on GaSb(100) substrate demonstrated such 
threshold as λth=2.4 μm. However, based on the 
GaInAsSb solid solutions with composition near the 
miscibility gap boundary the long-wavelength 
photodiodes with λth=2.55 μm were created on 
GaSb(111)B substrate. Cross-sectional SEM micrograph  
of photodiode GaSb/GaInAsSb/GaAlAsSb 
heterostructure is presented in Fig.2. The monochromatic 
current sensitivity for the fabricated  
photodiodes at the λmax=2.2-2.4 μm is Sλ=1.1-1.2 A/W, 
which corresponds to a quantum efficiency of 0.6-0.7 
without anti-reflection coatings. The estimated 
temperature coefficient of the λ50% shift is 1.6 nm×K−1. 
The capacitance of the photodiode with the sensitive 
element diameter of 1.0 mm is 450 pF at the zero bias.  

 
4. CONCLUSIONS 

High crystal perfection has been reached for the 
epitaxial layers of GaInAsSb solid solutions obtained at 
T=6000C near the miscibility gap boundary. The use of a 
GaSb(111)B substrate led to the increase of the indium 
content in solid phase to 0.24.  As a result, long-
wavelength GaInAsSb-based photodiodes with the 
photosensitivity threshold of 2.55 μm have been 

developed. The proposed technique is to show a great 
potential for creating the GaInAsSb-based 
thermophotovoltaic devices and optical sensors for 1.8-
3.0 μm spectral range. 

 

 
 

Fig.2. Cross-sectional SEM micrograph of 
GaSb/GaInAsSb/GaAlAsSb heterostructure. The 2μm-
thick GaInAsSb active layer is dark in the center 
between GaAlAsSb layer and GaSb substarte.  

 
5. ACKNOWLEDGMENTS. 

The work is supported in part by the Russian 
Foundation of Basic Research (RFBR) through Grant No. 
09-08-91224-st, and of the Scientific and Technological 
Research Council of Turkey (TÜBİTAK) under Grant 
No: 108T325. 

__________________________________ 

                                                                     
[1]. O. Cathabard, R. Teissier, J. Devenson, J. C. 

Moreno, and A. N. Baranov Quantum cascade 
lasers emitting near 2.6 μm, Appl. Phys. Lett. 96, 
(2010) (141110-1-141110-3). 

[2]. M.P. Mikhailova, I.A. Andreev, E.V. Kunitsyna, 
and Yu.P. Yakovlev, Sensitivity of a receiver using 
GaInAsSb/AlGaAsSb SAM avalanche photodiode 
for long-wavelength optical communication 
systems in the mid-infrared spectral range, Proc. 
SPIE 7355 (2009) (735511-1-735511-11). 

[3]. V.M. Andreev “Solar cells for TPV converters” in 
Next Generation Photovoltaics, Ed. by A. Marti, 
A. Luque, Inst. Phys. Pablish., Bristol, 2003, 246. 

[4]. M.G. Mauk, Survey of Thermophotovoltaic (TPV) 
Devices, in: A. Krier (Ed.), Mid-infrared 
Semiconductor Optoelectronics, Springer Series in 
Optical Sciences, Springer-Verlag, London, 2006, 
pp. 673-738.  

[5]. M. Ahmetoglu (Afrailov), B. Kucur, I.A. Andreev, 
E.V. Kunitsyna, M.P. Mikhailova, Yu.P. Yakovlev, 
Electrical and optical properties of the GaInAsSb-
based heterojunctions for infrared photodiode and 
thermophotovoltaic cell application, Infrared 
Physics & Technology 53 (2010) 399–403. 

[6]. A.Krier, X.L. Xuang and Z. Labadi, “Liquid Phase 
Epitaxy of Quantum wells and Quantum dots” in 
Liquid Phase Epitaxy of Electronic, Optical and 
Optoelectronic Materials, Ed. By Peter Capper, 
Michael Mauk, Pablish.: Wiley-Interscience, 2007, 
227-256. 

[7]. A.N. Baranov, A.A. Guseynov, A.M. Litvak, A.A. 
Popov, N.A. Charikov, V.V. Sherstnev, and Yu.P. 
Yakovlev,  Obtaining the GaInAsSb near the 
immiscibility gap boundary, Tech. Phys. Lett. 16 
(1990) 177–180. 

http://spiedl.aip.org/vsearch/servlet/VerityServlet?KEY=SPIEDL&possible1=Mikhailova%2C+M.+P.&possible1zone=author&maxdisp=25&smode=strresults&aqs=true
http://spiedl.aip.org/vsearch/servlet/VerityServlet?KEY=SPIEDL&possible1=Andreev%2C+I.+A.&possible1zone=author&maxdisp=25&smode=strresults&aqs=true
http://spiedl.aip.org/vsearch/servlet/VerityServlet?KEY=SPIEDL&possible1=Kunitsyna%2C+E.+V.&possible1zone=author&maxdisp=25&smode=strresults&aqs=true
http://spiedl.aip.org/vsearch/servlet/VerityServlet?KEY=SPIEDL&possible1=Yakovlev%2C+Yu.+P.&possible1zone=author&maxdisp=25&smode=strresults&aqs=true
http://spiedl.aip.org/dbt/dbt.jsp?KEY=PSISDG&Volume=6636&Issue=1
http://spiedl.aip.org/dbt/dbt.jsp?KEY=PSISDG&Volume=6636&Issue=1
http://www.google.ru/search?tbs=bks:1&tbo=p&q=+inauthor:%22Peter+Capper%22
http://www.google.ru/search?tbs=bks:1&tbo=p&q=+inauthor:%22Michael+Mauk%22


N.N. MURSAKULOV, E.V. KUNITSYNA, I.A. ANDREEV, YU.P. YAKOVLEV, M. AHMETOGLU (AFRAILOV)  AND G. KAYNAK 

[8]. A.M. Litvak and N.A. Charykov, New 
thermodynamical method for calculation of melt-
solid phase diagrams, Zh. Fiz. Khim, 64, 2331 
(1990). 

[9]. N.A. Charykov, V.V. Sherstnev, and A. Krier, 
General theory of multi-phase melt crystallization, 
J. Cryst. Growth, 234 (2002) 762-772.  

[10]. Baranov A.N., Kuznetsov V.V., Rubtsov E.R., 
Yakovlev, Guseynov A.A. Kinetics Of GaInAsSb 
crystallization from liquid phase, Zh. Fiz. Khim, 
65, 3228 (1991).  

[11]. A.T. Gorelenok, A.V. Kamanin, and N.M. Shmidt, 
Rare-Earth Elements in the Technology of III–V 

Compounds and Devices Based on These 
Compounds, Semiconductors 37 (2003), 894-914. 

[12]. E.V. Kunitsyna, I.A. Andreev, V.V. Sherstnev, T.V. 
L’vova,  M.P. Mikhailova, Yu.P. Yakovlev, M. 
Ahmetoglu (Afrailov), G. Kaynak, O. Gurler, 
Narrow gap III–V materials for infrared 
photodiodes and thermophotovoltaic cells, Optical 
Materials 32 (2010) 1573-1577.  

[13]. Jan Grym, O. Prochazkova, J. Zavadil and K. 
Zdansky “Role of rare-earth elements in the 
technology of III-V semiconductors prepared by 
liquid phase epitaxy” in Semiconductor 
Technologies, Ed. By Jan Grym. Pablish.: 
INTECH, Vukovar, Croatia, 2010, 295-320. 

 
 
 

 

62 

http://sciyo.com/books/show/title/semiconductor-technologies
http://sciyo.com/books/show/title/semiconductor-technologies


 

PHONON SCATTERING MECHANISMS 
IN GaxIn1-xAs SINGLE CRYSTALS  

  
M.I.ALIYEV, I.X.MAMMADOV1, D.H.ARASLY, R.N.RAHIMOV, A.A.KHALILOVA 

Institute of Physics of the Azerbaijan National Academy of Sciences, 
 33 H.Javid, Az-1143, Baku, Azerbaijan 

E-mail: rashad@physics.ab.az ; phone: +(99412)4393315;  Fax: +(99412) 447 04 56; 
1National Academy of Aviation, Bina, Baku, Azerbaijan 

 
The thermal conductivity of GaхIn1-xAs (0≤x≤0.08 and 0.97≤x≤1) single crystals in the temperature range 80-300K has been 

investigated.  Callaway and Holland’s model has used to analyze for received experimental results taking into account of all 
scattering mechanisms. It has been shown that the contribution of transverse phonons to heat transfer in the investigated temperature 
range is essential.  
 
1.      INTRODUCTION 

GaAs and InAs binary compounds and ternary 
compounds on their basis are important materials for ultra 
speed devices of electronics and optoelectronics. At 
creation of devices the role of thermal conductivity of 
materials for computing of their thermal conditions and 
designing is significance. In literature, experimental data 
for thermal conductivity of GaхIn1-xAs solid solution are 
sufficiently scant. In Refs. [1, 2] it was investigated the 
thermal conductivity of polycrystalline GaхIn1-xAs with 
compositions of 0.12<х<0.85 at room temperature and 
with compositions of 0.3<х<0.7 above room temperature. 
Ohmer et al. [3] measured the thermal conductivity of 
GaAs-InAs alloys for the concentration of InAs less than 
1 % at room temperature. Arasly et al. investigated the 
thermal conductivity of the GaхIn1-xAs single crystals rich 
in InAs (0≤x≤0.08) in the temperature range of 300-700K 
[4] and 80-300K [5] and of single crystals rich in GaAs 
(0.97≤x≤1) in the temperature range of 80-300K [6]. It 
should be noted that GaхIn1-xAs solid solutions along with 
Ge1-xSix are convenient object for testing different models 
of the thermal conductivity. Experimental results of 
thermal conductivity of GaхIn1-xAs solid solutions from 
Refs.1-3 on the base of models proposed by Abeles, 
Adachi and Szmulowicz were discussed in Refs.7-9. Our 
experimental data from Ref.5 were used for examination 
of Adachi’s model [10, 11]. The investigation of the 
temperature dependence of the thermal conductivity of 
these single crystals in the wide temperature range and 
analysis in the framework existing theory enable to 
determine the intensity of various phonon scattering 
mechanisms. In the present work results of the thermal 
conductivity study of In1-хGaxAs single crystals rich in 
InAs (0≤x≤0.08) and GaAs (0.97≤x≤1) in the temperature 
range between of 80 and 300K have been presented.     

 
2.      EXPERIMENTAL  

GaхIn1-xAs single crystals were grown by the 
Czochralski method. The samples have electron 
concentration of (2÷4) х1017сm-3 and dislocation density 
of 103÷104cm-2. The thermal conductivity was measured 
by the stationary longitudinal heat flux method and was 
proved by the light flash heating method. The thermal 
conductivity of GaхIn1-xAs at room temperature versus the 
alloy composition is presented in Fig.1. The data of 
Abrahams et al. and Ohmer et al. from Ref.1 and 3 also is 
introduced in Fig.1.    

 
Fig.1. The thermal conductivity of GaхIn1-xAs at room 

temperature versus the alloy composition: curve 1 was 
calculated by Klemens [9] model; curve 2 was 
calculated by  Abeles model [7]. 

 
In the Fig.2 the temperature dependence of thermal 

conductivity of GaхIn1-xAs single crystals is represented.  
It is evident that numerical value of the thermal 
conductivity with an increase in the content of the second 
component decreases and its temperature dependence 
weakens. The obvious dip within the narrow interval of 
95 to115K in the temperature dependence of the thermal 
conductivity is observed for the solid solution rich in InAs 
up to x=0.04, but with x>0.04 it disappears. On the other 
hand, the obvious dip in the solid solutions, rich in 
gallium arsenide in the temperature dependence was not 
observed.  
 
3.      DISCUSSION 

The electron share of the thermal conductivity (Kel) 
counted in accordance with the Widemann-Franz formula 
is insignificant and the behaviour in the thermal 
conductivity is related with phonon processes. The 
phonon thermal conductivity has been analyzed on the 
base of well known Callaway model [12] considering 
different phonon scattering processes:  
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where 
kT

z ωh
= , ħ is the Planck constant, k is the 

Boltzmann constant, v is the sound velocity in crystal, θ is 
the Debye temperature; ω is the phonon frequency, τс is 
the combined relaxation time which expressed as   
 

1
N

1
R

1
c

−−− τ+τ=τ ,                     (2)      ∑ −− =
i

iR
11 ττ                              

where τN is the relaxation time of normal process, τR is 
the relaxation time of all resistive processes including the 
crystal boundary scattering ( , l is size of the 
sample), the three –phonon Umklapp process, the 
Rayleigh scattering by point defects and the phonon 
resonance scattering. 

lvl /=τ−1

 

 
 
Fig.2.  The temperature dependence of thermal conductivity of 

GaхIn1-xAs single crystals. 
 
Despite the fact that in Callaway’s model [12] 

nonlinearity of the phonon spectrum dispersion was not 
taken into account and phonon- phonon interaction for the 
longitudinal and transverse phonons is not distinguished, 
this model in the literature has been widely used for 
processing of the thermal conductivity experimental data.       

For the quantitative estimation of processes of 
phonon scattering by point defects we have first computed 
the thermal conductivity of GaхIn1-xAs crystals by formula 
(1) that takes into account of three –phonon Umklapp and 
Rayleigh scattering by point defects. In this case the rate 
of scattering by point defects was determined by Klemens 
formula [9]. In computations of the disorder parameter the 
local variations of both densities and elastic properties of 
defect surroundings, where In and Ga atoms are mutually 
substituted in GaхIn1-xAs solid solution, have also been 
taken into account and their contributions were 
significant. As seen from Fig.1 (curve1) the simplified 
Callaway’s model does not described the experimental 
results. To all appearance, the significant quantitative 
distinction between of calculation and experimental data 
is connecting with the fact that in expression (2) normal 
phonon processes are not taken into account.  

It is known that three-normal phonon processes 
themselves don’t result directly in finite quantity of the 
thermal resistivity. N-processes can determine of the 

structure of the stationary nonequilibrium phonon 
distribution. As a result, their role turns out essential in 
the total momentum relaxation of the phonon systems and 
renders the important influence on the thermal 
conductivity magnitude.  

The high frequency phonons are strongly scattered 
by point defects in solid solutions and the interaction 
between of longitudinal phonons with retention of quasi-
impulse, may influence the lattice thermal conductivity at 
high temperatures (Т>θ).   

The influence of N-processes on the thermal 
conductivity at Т>θ in alloys is considered in Refs. 7 and 
9. Abeles [7] have proposed a phenomenological 
approach to a lattice thermal conductivity of disordered 
semiconductor alloys at high temperatures. His theory 
was based on the Klemens and Callaway models and 
successfully used for In1-хGaxAs alloys. We calculated the 
phonon thermal conductivity by the formula (1), where 
the temperature and frequency dependences of the 
relaxation time for three-phonon N- and U- processes are 
taken the same, namely,  TBNN

21 ωτ =−

and , the relaxation time for the scattering TBUU
21 ωτ =−

by point defects is . For describing the 41 ω=τ− Ad

anomaly in the temperature dependence of the thermal 
conductivity, we include the relaxation time of acoustic 
phonon resonance scattering into the expression for the 
resistive relaxation time:   

 

222
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ω−ω
ω

=τ−                       (3) 

 
The computations display that (Fig. 1, curve 2) the 

normal processes  play an essential role in the lattice 
thermal conductivity of the In1-хGaxAs solid solutions and 
their intensity is greater than that of umklapp processes: 
ВN /ВU=2.   

It is known that in the crystals with strong 
anisotropic phonon spectrum due to differences in 
dispersion of longitudinal and transverse phonon branch 
of spectrum, the expressions for the relaxation time and 
the velocity of sound are essentially differed for phonons 
at various polarizations. In Ref.13 the total expression for 
K(T) in the framework Callaway’s theory was proposed, 
which the partial contributions from longitudinal and 
transverse modes taken into account. Since the acoustic 
mode of III-Y group compounds have the strong 
dispersion and Debye temperatures for longitudinal and 
transverse phonon are essentially differed, we also carry 
out the study of the phonon thermal conductivity in the 
framework of Holland’s two-parameter approximation 
[14]. At that phonon thermal conductivity is expressed as  

 

TL KKK +=  ,                           (4) 
 

where the index l and t is indicate the longitudinal and the 
transverse phonon contributions to the thermal 
conductivity, respectively. These components are 
described by following expressions   [12, 13]:    
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where i=L, T;  γi  is equal to 1/3 and 2/3 for the 
longitudinal and the transverse mode, respectively;  

kT
z iω
=
h

, ωi is the maximum frequency of  

longitudinal and transverse acoustic phonons at the 
boundary Brillouin zone;  vi is the group velocity of sound 

of the corresponding phonons; [ ]111 2
3
1 −−− += tlB vvv  , τci 

is the total relaxation time of the probable scattering 
mechanism of phonons:   

(a)   
( ) ( )∑ ωτ=ωτ −−

i
iiici

11                     (6) 

 

 
The Rayleigh scattering of phonons, umklapp and 

normal three phonon processes and phonon resonance 
scattering we take into account in calculations of the 
thermal conductivity.    

Relaxation expression for three phonon umklapp and 
normal processes for longitudinal and transverse phonons 
are differed in the various models. Holland's model is 
valid in the case when the phonons relaxation frequency 
for each branch in the phonon spectrum is less than the 
resistive relaxation frequencies of phonons. According to 
Ref.13 in this case the relaxation time of three-phonon 
processes for the longitudinal and transverse phonons 
takes the following form:  

(b)  
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Fig.3. The thermal conductivity of Ga0.04In0.96As (a) and 
Ga0.97In0.03As (b) alloys; cross is experimental data,  К 
(dashed curve) computed by Formulas (1)-(3) and KL 
(dash dot curve), KT (dotte curve), KL+KT (solid curve) 
by formulas (4)-(7).   

  
In Fig.3 the experimental data (points) with 

comparison of values of the thermal conductivity К 
(dashed curve) computed by Formulas (1)-(3) and KL 
(dash dot curve); KT (dotted curve); KL+KT (solid curve) 
by Formulas (4)-(7) for GaxIn1-xAs alloys with х=0.04 (a) 
and x=0.97 (b) are plotted.  

Table 1. Parameters used at computation of the phonon thermal 
conductivity of GaxIn1-xAs with x=0; 0,04; 0.97 and 1 (* data 
was taken from Ref. [15], ** data was taken from Ref. [16] ).  
 
  

InAs* 

 

 
GaAs** 

 
х=0.04 

 
х=0.97 

θ (K) 280 370 284 367 
θL (K)  187 328 192 323 
θT (K)  80 114 81 112 
v (cm/s) x 105 3.09 3.8 3.12  3.78 
VL   (cm/s) x 105 4.34 5.24 4.38 5.21 
vT  (cm/s) x 105 2.1 2.48 2.12 2.47 
A (s3) x 1043   7  2.7 
BL x1023 1.7 1.75 1.2 0.6 
BT

U x1018 6.5 6.01 9 12 
BN/BU   2 2 
ωR  (s-1) x 1013   1.54  1.4 
v/L (s-1) x 10-6   6  6 
R  (s-3K-2) x 10-29   6  5 

The intensity of phonon scattering processes is 
determined by the fitting calculated curves to 
experimental data. 

 Approximation parameters are given in Table 1. 
The sound speed and frequencies data of longitudinal and 
transverse phonons for the solid solutions were 
approximated by linear extrapolation on the base of data 
for the initial compounds.  

As seen from figures, at temperatures higher than 
200K the contribution of transverse acoustic phonons in 
the thermal conductivity are main and the Herring’s 
mechanism, i.e. the interaction of different polarized 
phonons in N- processes prevails. . 
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The results of thermodynamical investigation of Yb-S system by EMF method are presented in the paper. The relative partial 

molar functions of ytterbium in alloys and standard integral thermodynamical functions  of Yb2S5, Yb2S3 , 

Yb3S4 and YbS compounds are calculated by combining of measurement results of EMF concentration chains of two types.   
)S,H,G( 0

298
0

298,f
0

298,f ΔΔ

 
The rare-earth element chalcogenides and alloys on 

their base are perspective functional materials. Many of 
them have the luminescent properties and 
photosensitivity. The memory switching effects are found 
in some of this type compounds. Some of them are used at 
the production of vacuum photoelements and etc [1,2].  

Yb-S system is characterized by formation of Yb3S5, 
Yb2S3, Yb3S4 and YbS [3]. However, the 
thermodynamical properties of these compounds 
necessary for development and optimization of the 
methods of their directed synthesis and growing up in the 
form of single crystals haven’t investigated yet. The 
standard enthalpy formations 

(  kJ/mol) 25410H 0
298,f ±−=Δ

is obtained only for YbS [4]. Some thermodynamic 
functions of YbS and Yb2S3 are estimated by means of 
comparable analysis with thermodynamic sulfide 
functions of other rare-earth elements in work [5]. 

In the given paper the investigation results of solid-
phase equilibriums in Yb-S system and thermodynamical 
properties of ytterbium sulfides by EMF method are 
presented. 

     

EXPERIMENTS AND THEIR RESULTS 
The alloys of Yb-Sе system are synthesized by 

direct interaction of stoichiometric quantities of initial 
simple substances in degasified (∼10-2Pa) quartz 
ampoules at 450-500K. After interaction of the main mass 
of sulfur the furnace temperature is increased up to 1100K 
at which the ampoule is kept during twenty hours and 
further it is treated by continuous graduated annealing at 
1000K (100h) and 400K (500h).    

For carrying out of experiments the concentration 
chains of the following types are constructed as in [5]:  

 
(-)Yb(sol.)liquid el.-te, Yb+3|YbхS1-х(sol.)(+)  (1) 

 
The left electrode of the chain (1) is prepared by 

fixing of metallic ytterbium on molybdenum lead and 
right electrodes are prepared by pressing of equilibrium 
alloys Yb-S made in powder form on leads in the form of 
cylindric tablets having 0,5 gr mass.  

The sweet solution KCl with YbCl3 addition is used 
as electrolyte. Taking under consideration the 
inadmissibility of the presence of damp and oxygen in 
electrolyte the glycerol (ЧДА mark) is thoroughly 
dewatered and degassed by evacuation at temperature 
~450K, the waterless, chemically pure KCl and YbCl3 are 
used. 

The techniques of gathering of electrochemical cells 

and EMF measurements are described in detail in [6]. The 
measurements of EMF by (2) type are carried out by usual 
compensation method with the help of digital voltmeter 
В-7-27 in 300-380К interval.  

However, EMF measurements show the 
nonequilibrium of chains by (1) type. In measurement 
beginning during several hours EMF values strongly 
decrease up to 500-800mV in the comparison with initial 
ones (~1000-1500mV). Though these values are 
reproducible, they can’t be considered as equilibrium 
ones, so according to previous thermodynamic 
calculations, they were less than expectable ones in 2-3 
times. 

Taking into account the above mentioned, the 
experiments are carried out in two stages. Firstly the 
concentration chains by the following type:   

 
(-)YbS(sol.)liquid el.-te,Yb+3|YbхS1-(sol.)(+)  (2) 

 
are constructed.  

In the chains of (2) types the ytterbium monosulfide 
with some sulfur excess (compound YbS1,01) is used as 
left electrode. The equilibrium alloys with different 
compositions from YbS-S region are used as right 
electrodes.  
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Fig. Dependences of EMF chains of type (2) on the         
composition in YbS-S subsystem 

 
EMF measurements of chains by (2) type lead to 

reproducible results. The character of concentration 
dependence of EMF in YbS-S composition region at 
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300K (fig) is in total correspondence with phase diagram 
[3]: EMF values are constant ones in two-phase regions 
and change spasmodically at the transformation from one 
phase region into other one, i.e. at stoichiometric 
compositions of ytterbium sulfides. 

The analysis of EMF temperature dependences of 
chains by (2) type shows their linearity. 

The treatment of given EFM measurements with the 
help of computer program "Microsoft Office Excel 2003" 
by the method of least squares [7] lead to obtaining of 
linear equations presented in the table 1 in the following 
form:       

 

    

2/1
22

b

2
E )T(T

n
tbTaE ⎥

⎦

⎤
⎢
⎣

⎡
−+±+= δ

δ
,       (3) 

 

recommended in [8]. Here T  is average temperature, К; 
 and  are dispersions of separate values of EFM 

and b constant, n is couple number of Е and Т values; t is 
Student criteria. t≤2 at confidence band  95% and n≥2 [7].   

2
Eδ

2
bδ

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            
 

  Table 1 
Temperature dependences of EFM chains of (1) and (2) types for Yb-S (Т=300-380К) alloys 

 
№ Concentration 

chain 
 

Phase region )T(tbTaмВ,E Eδ±+=  

1 (2) Yb3S5+S 
2/1

5 2)4,339Т(104,3
22

34,0
2Т1201,08,496 ⎥⎦

⎤
⎢⎣
⎡

−⋅+±+ −  

2 (2) Yb2S3+Yb3S5 
2/1

25 )8,338Т(102,3
22

32,0
2Т1834,09,572 ⎥⎦

⎤
⎢⎣
⎡

−⋅+±+ −  

3 (2) Yb3S4+Yb2S3 
2/1

5 2)8,336Т(102,3
22

36,0
2Т1364,03,310 ⎥⎦

⎤
⎢⎣
⎡

−⋅+±+ −  

4 (1) YbS+Yb3S4 
2/1

4 2)9,337Т(10
17

81,0
2Т1785,09,935 ⎥⎦

⎤
⎢⎣
⎡

−+±− −  

 
The relative partial thermodynamical ytterbium 

functions (PThF) in YbS (table 2) and “quasicomponent” 
YbS from equations 1 and 2 are calculated. It is obvious 
that the last ones present themselves the difference of 
corresponding partial molar functions of ytterbium in 
right and left electrodes of the chains of (2) type: 

 

)YbS(Z)regionSYbSofalloy(ZZ YbYbYbS Δ−−Δ=Δ  
 
where S,H,GZ ΔΔΔ=Δ . 

 

                                                                                                                                                                         

                                                                          Table 2 
Partial thermodynamical functions of 

“quasicomponent” of YbS in YbS-S alloys at 298К 
 

Phase region *GΔ−  *HΔ−  *SΔ  
J/(mol⋅К) kJ/mol 

Yb3S5+S 198,46±0,15 188,1±1,2 34,8±3,4 
Yb2S3+Yb3S5 181,67±0,14 165,8±1,1 53,1±3,3 
Yb3S4+Yb2S3 101,57±0,14 89,8±1,1 39,5±3,3 

 
That’s why  the corresponding data for YbS which 

are obtained  from EMF measurement data of chains by 
(2) type by EMF rapid fixation method  [6] are necessary 
for PThF ytterbium calculation.  

From obtained equation of EMF temperature 
dependence (table 1) PThF ytterbium in YbS (table 3, 
phase region YbS+Yb3S4) are calculated.      

The substance of this method is in the fact that the 

left electrode is not in the cell with right electrode up to 
the moment of measurement, but in other vessel with the 
electrolyte at the same temperature.  

EMF measurements is carried out in the moment of 
introduction of left electrode in electrochemical system 
with right electrode and the maximum value of EMF is 
fixed. These tests are carried out in the box filled by 
nitrogen at different temperatures in 300÷380К interval. 

YbGΔ  can be defined by EMF rapid fixation method 
for all alloys. However, taking into consideration the 
difficultness of experiments by means of EMF rapid 
fixation method and reliability of reversible chains of (2) 
type, we prefer the above mentioned combined 
measurement technique of EMF.  

PThF ytterbium in alloys YbS-S (table 3) are 
calculated by summation of data from table 2with PThF 
ytterbium for YbS. 

From table 3 it follows that ytterbium partial entropy 
essentially decreases from Yb3S5 up to YbS. This well 
coincides with crystallographic data of ytterbium sulfides, 
according to which in this direction the crystal lattice 
symmetry of these compounds increases [1,3]. 

According to phase diagram, the partial molar 
functions of ytterbium are thermodynamical 
characteristics of the certain reactions of potential-
formation (substance state is crystalline one) (table 3). 

That’s why the standard thermodynamical functions of 
ytterbium sulfide formation can be calculated by means of 
these equations. 
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    Table 3 
Ytterbium partial thermodynamic functions Yb-S alloys at 298K and the potential formatting reactions 

corresponding to them  
 

Phase 
region YbGΔ−  YbHΔ−  YbSΔ  Potential formation reaction 

kJ/mol J/(mol⋅К) 
Yb3S5+S 454,0±0,5 449,0±3,2 20,1±9,4 Yb+1,5S=0,333Yb3S5 

Yb2S3+Yb3
S5 

437,2±0,4 436,7±3,1 1,7±9,2 Yb+3Yb3S5=5Yb2S3 

Yb3S4+Yb2
S3 

457,1±0,4 360,7±3,1 -12,1±9,2 Yb+4Yb2S3=3Yb3S4 

YbS+Yb3S4 255,5±0,3 270,9±2,0 -51,7±5,9 Yb+Yb3S4= 4YbS 
 
For example, for thermodynamic formation function 

of Yb3S5 and Yb2S3 compounds the following relations 
take place:   

 

Yb
0

SYb Z3Z
53

Δ=Δ  
0

SYbYb
0

SYb 5332
Z6,0Z2,0Z Δ+Δ=Δ  

 

for standard entropies: 
 

)SS(3S 0
YbYb

0
SYb 53

+Δ=  
0

SYb
0
YbYb

0
SYb 5332

S6,0)SS(2,0S ++Δ=  
 
Besides the own experimental data (table 3) the 

reference data on standard entropies of elementary 
ytterbium and sulfur from ref.[4,9] are used for 
calculation of standard entropies  

The obtained results are presented in table 4. The 
errors are found by the method of error accumulation.  

 

Table 4 
Standard integral thermodynamic functions of 

ytterbium sulfides 
 
Phase 

0
298GΔ− 0

298HΔ−  0
298S  

J/(mol⋅К) kJ/mol 
Yb3S5 1362±2 1347±10 289±28 

Yb2S3 905±2 
1153 [5] 

896±6 
1172 [5] 

186±17 
161 [5] 

Yb3S4 1326±3 1340±11 260±26 

YbS 395±1 
444 [5] 

403±5 
452 [5] 

410±25 [4] 

65±8 
69 [5] 

 

In table 4 the scientific literature data are presented. 
As it is seen, obtained by us values of standard 
thermodynamic formation functions and standard entropy 
well coincide with data [4,5] and corresponding functions 
of  Yb2S3 essentially differ from given ones in [5]. 
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Semi-inclusive reactions ,  BXeNe mm ⇒ ,BX)(N)( μμμμ νννν ⇒  ,)()( BXN +−⇒ μμνν μμ
  ⇒+− N))(( λμμ

BX)( μμ νν  are studies in framework of standart model. The expressions for longitudinal polarization of B-baryon are obtainted and 

polarization dependence on kinematic variables x, y, and z iz investigated. 
 

1. INTRODUCTION 
High energy experiment with polarized beams and 

targets has opened a new window for revealing QCD 
dynamics and hadron structures. Ongoing RHIC-SPIN, 
HERMES and COMPASS experiments are going to 
provide us with a variety of data disclosing spin 
distribution inside the nucleon. The Electron Ion Collider 
(EIC) at BNL is expected to be a more powerful and 
sensitive tool for the QCD spin physics.   In this paper, 
we study the longitudinally polarized baryons production 
in polarized semi-inclusive deep inelastic scattering (DIS) 
off nucleon (they are intensive investigated 
experimentally at the present time [1-5]): 
 
                   (1) ,X)h(B)h(N)( BN ++⇒+ −− ll λ
                   (2) ,X)h(B)h(N)( BN ++⇒+ ++ ll λ
         ,X)h(B)h(N BN ++⇒+ μμ νν                  (3) 

         ,X)h(B)h(N BN ++⇒+ μμ νν                  (4) 

         ,X)h(B)h(N BN ++⇒+ −μν μ                  (5) 

         ,X)h(B)h(N BN ++⇒+ +μν μ                  (6) 

         ,         (7) X)h(B)h(N)( BN ++⇒+−
μνλμ

         X)h(B)h(N)( BN ++⇒++
μνλμ ,         (8) 

 
where λ is the lepton spirality, hN and hB is the 
longitudinal polarization of nucleon-target and B -
baryon. 

The cross-section for the production of a B -baryon in 
the current fragmentation region are given by  
 

∑=
q

B
q

N
)qh(q

h,q

)h(B
)h(q

)h(NBN )z(D
dy

ˆd)x(f
dxdydz

)h;h;(d σλσ
, (9) 

 
where  is the distribution function of 

polarized quarks in the polarized nucleon,  is 

the fragmentation function of the quark to the detected 

)x(f )h(N N
)qh(q

)z(D )h(B
)h(q

B
q

B -baryon, dyˆdσ  is the elementary cross-section. The  
usual DIS variables x, y and Z defined as: 
 

           
qP2

Qx
2

⋅
= , 

qP
PPz,

Pk
Pqy B

⋅
⋅

=
⋅
⋅

= , 

 
where k, P, PB  and q are the four moments of the initial 
lepton, the target nucleon, the production B -baryon and 
the virtual bozon correspondingly. 

In sections 2-4 we consider separately the different 
processes, and derive explicit expressions for the 
polarization of a final B -baryon in term of elementary 
dynamics, quark distribution and fragmentation functions.    

 
2. THE POLARIZATION OF B-BARYON IN  
        REACTION BXN mm

ll ⇒
 

Let us consider first the processes ; for 
them, there exist two possible elementary contributions;    

BXN mm
ll ⇒

 
           , qq +⇒+ −− ll qq +⇒+ −− ll . 
 
Taking under the considerations the exchange of γ and 

Z0, it is easy to make sure, that the spiralities of lepton and 
quark should be saved separately in subprocess 

. That’s why in this process is defined 
by only four spiral amplitudes FRR, FLL, FRL and FLR, 
which describe following reactions: 

qq +⇒+ −−
ll

 

                        ,                          RRRR qq +⇒+ −− ll

                        , LLLL qq +⇒+ −− ll

                        ,    LRLR qq +⇒+ −− ll

                        . RLRL qq +⇒+ −− ll
 
The spiral amplitudes in standard model (SM) are 

defined by expressions 
 

       2
z

q
q

Mxys
gg

xys
Q

F
+

−= βα
αβ

l

)R;L,( =βα ,   (10) 

 
where MZ – is mass of Z0- bozon, S – is the square of total 
energy of (N-system in their c.m.s., Qq – is quark electric 
charge q,  and  (  and ) – are right and left 
neutral weak charges of lepton (quark) with Z0-bozon: 

l
Rg l

Lg q
Rg q

Lg

 

        
W

W
R x1

x
g

−
=l ;

)x1(x
x2/1

g
WW

W
L

−

+−
=l ;   (11) 
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W

W
q

q
R x1

x
Qg

−
−= ; 

)x1(x

xQT
g

WW

Wq3q
L

−

−
= .  

 
Here  – is the Weinberg's parameter, 

T3 – is third projection of the weak isospin of quark q. 
W

2
W sinx θ=

Let's reduce the subprocess cross-sections 
 at the definite values of initial and final 

particles: 
qq −− ⇒ ll

 

2
RR

2
RRRR xsF4)qq(

dy
ˆd πασ

=→ −− ll , 

2
LL

2
LLLL xsF4)qq(

dy
ˆd πασ

=→ −− ll , 

 

,F)y1(xs4)qq(
dy

ˆd 2
RL

22
LRLR −=→ −− πασ

ll  (12)                         

2
LR

22
RLRL F)y1(xs4)qq(

dy
ˆd

−=→ −− πασ
ll . 

 
The difference of y-dependences of the 

abovementioned cross-sections (12) connected with the 
difference of total spiralities of the system : for 

 and -collisions the total system spirality is 

equal to zero and y-dependence doesn't appear; for  

and -collisions the total spirality is equal to one that 
leads to the characteristic y-dependence ~ . 

q−l

l

2)y

RRq−l

L
−l

LLq−l

LRq−

Rq
1( −

The differential cross-section of the elementary 
subprocess  with taking under the 
consideration of the spiralities of the initial units can be 
imagined in the form (the spiralities of the final particles 
are the same, as of the initial ones, i.e. the spiralities of 

quark are saved separately): 

qq −− ⇒ ll

lepton and 

 

]}F)h1)(1(F)h1)(1[()y1(F)h1)(1(F)h1)(1{(xs
dy

ˆd 2
LRq

2
RLq

22
LLq

2
RRq

2 +−+−+−+−−+++= λλλλπασ
 ,    

                                                                                                                                                                                          (13) 
 
where hq is spirality of the initial quark. 

The differential cross-section of subprocess 
qq −− ⇒ ll  can be obtained from (13) with the help of 

the elementary changes: LRLLRLRR FF,FF ⇔⇔ .  

On the base of formulas (9) and (13), the expression for 
the differential cross-section of semi-inclusive reaction 

 has been obtained [6, 7]: BXN −− ⇒ ll

 

             sx
dxdydz

)h;h;(d 2BN
)(

πα
λσ

=
−

{ +ΔΔ+∑
q

1
B
q

N
qBN

B
q

N
q f)]z(D)x(fhh)z(D)x(f[  

                                             +ΔΔ++ 2
B
q

N
qBN

B
q

N
q f)]z(D)x(fhh)z(D)x(f[     

                                              +Δ+Δ+ 3
B
q

N
qB

h
q

N
qN f)]z(D)x(fh)z(D)x(fh[

                                             }4
B
q

N
qB

h
q

N
qN f)]z(D)x(fh)z(D)x(fh[ Δ+Δ+ ,                                              (14) 

where 
                            ],F)y1(F)[1(]F)y1(F)[1(f LR

22
LL

2
RL

22
RR1

3
−±−±−±+= λλ

                            ],F)y1(F)[1(]F)y1(F)[1(f LL
22

LR
2

RR
22

RL2
4

−±−±−±+= λλ

                           ,  , )x(f)x(f)x(f )1(N
)1(q

)1(N
)1(q

N
q

+
−

+
+ +=

++

)x(f)x(f)x(f )1(N
)1(q

)1(N
)1(q

N
q

+
−

+
+ −=Δ

++                           , )z(D)z(D)z(D),z(D)z(D)z(D )1(B
)1(q

)1(B
)1(q

B
q

)1(B
)1(q

)1(B
)1(q

B
q −+−+ −=Δ+=

 
)x(f N

q  and  are the usual function of quark distribution in nucleon and quark fragmentation function to )z(D B
q

B -baryon. 
The differential cross-section of semi-inclusive DIS antilepton on nucleon  can be obtained from 

(14) with the help of the following exchanges: 
BXN ++ ⇒ ll

 

LLRLLRRR FFFF ⇔⇔ , . 

We can now compute the longitudinal polarizations  and  for )(
BP − )(

BP + B -baryon produced in lepton and 
antilepton initiated DIS scattering processes: 
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)1h;h;(d)1h;h;(d
)1h;h;(d)1h;h;(dP

BN
)(

BN
)(

BN
)(

BN
)(

)(
B −=+=

−=−=
=

λσλσ
λσλσ

mm

mm
m ,                                         (15) 

 
The polarization  can be evaluated for any lepton (antilepton) and proton spin configuration. When both the 

lepton l  and proton p are longitudinally polarized the polarization becomes 

)(
BP m

 

              
∑

∑
Δ+ΔΔ++Δ

ΔΔ+ΔΔ+Δ+Δ
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q
4

B
q

N
q3

B
q

N
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q
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N
q
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q

N
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q
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B
q

N
q3

B
q

N
q

N
)(

B ]}fDffDf[hfDffDf{

]}fDffDf[hfDffDf{
)h;(P λ .                   (16) 

 

For unpolarized protons but longitudinally polarized leptons we have 
 

           
∑

∑
−++−+

−−Δ+−−Δ
==−

q

2
RR

22
RL

B
q

N
q

2
RL

22
RR

B
q

N
q

q

2
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22
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q

N
q

2
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)(
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)1(P λ ,               (17) 
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)1(P λ                 (18) 

 

while for unpolarized leptons but longitudinally polarized protons we have 
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Finally, the most interesting case is when neither the lepton nor the proton are polarized. In this case the polarization 
of B -baryon is non-zero only due to parity violating weak contributions and we obtain: 

 
 

++−+
⎩
⎨
⎧

++
⎭
⎬
⎫

−−

−−Δ
⎩
⎨
⎧

+−−−−Δ=

∑

∑−

2
RL

B
q

N
q

22
LR

2
RL

q

2
LL

2
RR

B
q

N
q

22
LL

2
RR

2
LR

2
RL

B
q

N
q

q

22
LR

2
RL

2
LL

2
RR

B
q

N
q

)(
B

F(Df))y1)(FF(FF(Df()y1)(FF(

FF(Df))y1)(FF(FF(Df[P
 

          
1

22
LL

2
RR

2
LR ))y1)(FF(F

−

⎭
⎬
⎫

+++ .                                                                                                         (20) 

 
 

The polarizations  and 
)  might be measurable at HERA and numerical 

estimates will be given in the next Section. 

)Nh()(
BP),1()(

BP mm ±=λ
(
BP m

 

3. THE POLARIZATION OF B - BARYON IN    
    )BXν(ν)Nν(ν μμμμ ⇒  PROCESSES 

 

There are two different kinds of elementary 
interactions contributing to neutral current neutrino 
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(antineutrino) processes BX)(N)( μμμμ νννν ⇒ :    
 

.q)(q)(

,q)(q)(

+⇒+

+⇒+

μμμμ

μμμμ

νννν

νννν
 

 

As quarks sprirality conserves in neglect of its masses, 
then the elementary subprocess qq +⇒+ μμ νν  is 

defined only by two spiral amplitudes  and , 
which describe following reactions: 

LLF LRF

 

                   LLLL qq +⇒+ νν ,                         

                   RLRL qq +⇒+ νν . 
 

The spiral amplitudes in SM are defined by following 
expressions 

 2
z

q
LL

LL2
z

q
RL

LR Mxys
ggF,

Mxys
ggF

+
=

+
=

νν

,            (21) 

 

where 
)x1(x2

1g
WW

L
−

=ν . 

 

Let's presents the subprocess cross-sections 

,qq +⇒+ μμ νν  qq +⇒+ μμ νν , 

qq +⇒+ μμ νν , qq +⇒+ μμ νν  at the definite 
spiralities of initial and final particles: 

 

,xsF4)q(
dy

ˆd)q(
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ˆd 2
LL

2
RRLL πανσνσ

==  

,F)y1(xs4)q(
dy

ˆd)q(
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2
LRLL πανσνσ

==     (22) 

 2
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22
LRRL F)y1(xs4)q(
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ˆd)q(
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ˆd

−== πανσνσ
. 

 
The differential cross-section of the elementary 

subprocess qq +⇒+ μμ νν  taking into consideration 

the spirality of initial and final quarks  and qh qh ′  can be 
presented in the form: 

 

                             [ ]2
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2
qq

2
LLqq

2 F)y1)(h1)(h1(F)h1)(h1(xs
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νσ μ .               (23) 

 
 

The differential cross-section of the elementary 
subprocess qq +⇒+ μμ νν  can be obtained from 
formula (23) with the help of the replacements 

. LRLL FF ⇔

The following expression has been obtained on the 
base of formulas (9) and (23), for the differential cross-
section of semi-inclusive reaction 

XBN ++⇒+ μμ νν  [8]: 
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Neglecting the contribution of antiquarks, we have take following expression for the longitudinal polarization 
degree of baryon: 
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If nucleon-target isn't polarized, then longitudinal 
polarization degree of B -baryon is given by the 
expression: ∑

∑
−+

−−Δ
=

q

2
LR

22
LL

N
q

B
q

q

2
LL

2
LR

2B
q

N
q

)N(
B ]}F)y1(F[fD{

]}FF)y1[(Df{
P μν . (26) 

 

73 



S.K. ABDULLAYEV, A.I. MUKHTAROV, M.Sh.GOJAYEV 

Similar formulae hold for )h(P N
)N(

B
μν  and for 

)N(
BP μν .  

 
4. THE POLARIZATION OF B-BARYON IN     
    REACTIONS ,)()( BXN +−⇒ μμνν μμ   

    BXN )()( μμ ννμμ ⇒+−  
 

Let us consider the neutrino initiated processes 
hXN −⇒ μν μ , for them there exist four possible 

elementary contributions:     

    
.su,du
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Neglecting quark masses, one find that there is only 
one non-zero helicity amplitude for each of the 
elementary processes in (27): 
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where CCusCud ,sinU,cosU θθθ ==  is the Cabibbo 
angle, MW is the mass of W-bozon. 

Let’s give the cross-section of parton processes with 
definite spiralities of initial and final particles:
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Notice that both neutrino and antineutrino interact 

only with left polarized quarks and right polarized 
antiquarks. 

For differential cross-section of semi-inclusive process 

BXN −⇒ μνμ  on the base of formulae (9) and (29) 

has the following expression [9]: 
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Summing on quark flavors for longitudinal polarization degree of baryon we have expression: 
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Particularly, if the initial nucleon isn’t polarized then the longitudinal polarization degrees (31) and (32) have the 

form 
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The above mentioned formulae for longitudinal 

polarization degree (31)-(34) are true in the case of 
creation of arbitrary B -baryon with spin 1/2. If we 
specify the final hadron observed, further simplifications 
are possible. Let’s consider the case in with a Λ or Σ± 
baryon is produced. In this case we can neglect terms 
which   contain both q   distribution and q  fragmentation 

functions as they are both small, in particular at large x 
and z. Then we obtain the simple expression for 
longitudinal polarization degree of Λ-hyperon: 
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As it is seen, the longitudinal polarization of Λ°-

hyperon is only Z function and doesn’t depend on 
variables χ and γ. 

The study of this polarization can give the valuable 
information about fragmentation function on polarized 
quark to polarized baryon. 

Similar results hold for the  and BXN μνμ ⇒−

BXN μνμ ⇒+  processes; the contributing elementary 
interactions are: 
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with the same cross-sections as those computed Eqs. (29). 

The analogue of Eqs. (31) and (32) is now 
 

                         

{ }×Δ+Δ++Δ−+Δ+ΔΔ+−=⇒− )]fRf(hRff[D)y1()DRD)(fhf()h(P N
s

N
dN

N
s

N
d

B
u

2B
s

B
d

N
uN

N
uN

)(
B

μνμ
    

                            

           
⎪⎩

⎪
⎨
⎧

⎭
⎬
⎫

Δ+Δ++++Δ−×
−1

N
s

N
dN

N
s

N
d

B
u

2B
s

B
d

N
uN

N
u )]fRf(hRff[D)y1()RDD)(fhf( ,        

 

}{ )fhf)(DRD()]fRf(hRff[D)y1()h(P N
uN

N
u

B
s

B
d

N
s

N
dN

N
s

N
d

B
u

2
N

)(
B Δ+Δ+Δ+Δ+Δ−+Δ−−=⇒+ μνμ

         
                   

              
⎪⎩

⎪
⎨
⎧

⎭
⎬
⎫

Δ+++Δ+Δ+−×
−1

N
uN

N
u

B
s

B
d

N
s

N
dN

N
s

N
d

B
u

2 )fhf)(RDD()]fRf(hRff[D)y1(        (38) 

 

and similarly for the analogue of Eqs. (33) and (34). 
The obtained expressions for longitudinal polarization degree of baryon are essentially simplified, if we can neglect 

the antiquark contribution in fragmentation functions: 
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It is seen, that baryon longitudinal polarization doesn’t 
depend on χ and γ variables in this approximation.   

 
5. NUMERICAL ESTIMATES 

In the previous sections we have obtained explicit 
expressions for the longitudinal polarization of baryons 
production in semi-inclusive DIS. We now use these 
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formulae to give predictions in the case of Λ production. 
The polarization values depend on the SM dynamics, on 
the quark distribution functions, both polarized and 
unpolarized, and on the quark fragmentation functions, 
again both unpolarized and polarized. The later are not so 
well known and a choice must be made in order to give 
numerical estimates. 

In the literature there are set of distribution functions 
of quarks in nucleons [9-12]. The distribution functions of 
valence are see polarized quarks (antiquarks) in nucleons, 
given in [10] have been considered by us for numeral 
evaluations of polarizations. 

According to the refs [14, 15], the spin functions of 
quark fragmentation into Λ°-hyperon are parameterized in 
form 
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and the parameters α and Nu are chosen in three variants 
 

Parameter Variant 1 Variant 2 Variant 3 
α 0.62 0.27 1.66 
Nu 0 –0.2 1 

  

In figs. 1-4 we show results for  for several 

processes, with different initial spin configurations, and 
different kinematical conditions, corresponding to typical 
experimental setups. Weinberg parameter 

 is given by us. 

ΛP

232.0sin W
2 =θ

0
The dependence of degree of longitudinal polarization 

of Λ -hyperon  and  in 

reaction  at energy 

)1h( N
) −=+

X0Λ+
P(
Λ

epe ⇒+

)1(P )( =+
Λ λ

s =300 GeV (ep-
collider HERA) on x, y, z  variables is given on the Figs. 1 
and 2. As it is seen, in 1 variant the degree of longitudinal 
polarization of Λ°-hyperon is small and weakly depends 
on x, y, z. In variant 2 and 3 polarization 

 is positive an negative and with the 
decrease of x, y,  or z, it weakly increase on module. 

)1h(P N
)( −=+

Λ

Xp 0Λ⇒ μμ ν

The analogical behavior is observed for x- y- and z-
dependencies of polarization PΛ in semi-inclusive 
reactions (3)-(8), for example, the dependence of 
longitudinal polarization degree  in )1h(P N

)( =+
Λ

ν  and X0p Λ⇒ μμ νν  processes at the 

energy 6,9s =  GeV (experiment NOMAD in CERN) 
on x, y, or z variables. 

  

      
 
 
 

 
 

Fig. 1.  for -hyperon, as a function of x at y=0,3, z=0,5, (a); of y at x=0,3, z=0,5, (b) and of z at  )1h(P N
)( −=+

Λ
0Λ

           x=0,3, y=0,5 (c). 
 
 

76 



THE LONGITUDINAL POLARIZATION OF B-BARYON IN SEMI-INCLUSIVE REACTIONS 

                      
 
 

 
 

Fig. 2. The dependence of polarization  on x at y=0,3, z=0,5, (a); on y at x=0,3, z=0,5, (b) and on z at  )1(P )( =+
Λ λ

            x=0,1, y=0,3, (c). 
 

                
 

 
 

Fig. 3.  for -hyperon in reaction  as a function of x at y=0,1,z=0,5, (a); of y at x=0,3,  )1h(P N =Λ
0Λ Xp 0Λ⇒ μμ νν

            z=0,5 (b) and of z at  x=0,3, y=0,1 (c). 
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Fig. 4. The dependence of polarization )1h(P N =Λ  in reaction Xp 0Λ⇒ μμ νν  on x at y=0,1, z=0,5 (a); on y at x=0,3,  

            z=0,5 (b) and on z at x=0,1, y=0,3 (c). 
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The solving method of integral-differential equation of special type to the solution of which the diffraction tasks on plane 

screens described by fractional boundary conditions (FBC) when the order of fractional derivative α  changes between 0 and 1, has 
been proposed in the given paper. The method is considered on model diffraction two-dimensional tasks which are band and half-
plane with FBC. FBC generalize the ideal boundaries which are ideally electric- and magnetic-conducting boundaries which are 

obtained as the private case at 0=α  and 1=α  correspondingly. The method is based on use of orthogonal polynomials. 
Moreover Gegenbauer polynomials are used for the band, the orthogonal polynomials are used in interval ( 1,1)−  and for half-plane 

we deal with Laguerre polynomials which are orthogonal ones in interval (0, )∞ . The important peculiarity: the given method 

allows the obtaining the diffraction task solution in obvious form for the one private case 0,5α =  is emphasized.    
 

Last time the fractional operators are used in different 
electrodynamics tasks. The fractional operators are 
defined as fractalized ones from known operators. For 
example, the fractal derivatives and integrals are the 
generalization of the usual derivatives and integrals. Also 
the operator of fractal rotor which is defined as the 
fractalized operator from usual rotor operator finds 
application [1]. 

In the given paper the two-dimensional diffraction 
tasks on the boundaries which are described by boundary 
conditions (BV) containing the fractal derivative: 

 

( ) | 0n SD U rα =


,                          (1) 
 

The fractal derivative is taken over normal line to the 
surface. The function U  describes the horizontal 
component of electric or magnetic field. The fractal 
derivative is defined through Riman-Luivill integral in 
semi-infinite interval [2]. Let’s use one symbol yDα  

taking under the consideration the fractal derivative by y  

variable on half-axle: y yD Dα α
−∞≡ .  BC (1) we call the 

fractal boundary conditions (FBC).  
The introduction of new BC should describe the 

physical realities from the one hand, but by other one they 
should allow constructing the effective numerical 
algorithm of solution obtaining with the given accuracy. 
The construction of the simple and adequate mathematical 
models for the description of diffusing surface properties 
is the one of the common tasks in diffraction tasks. 

For FBC (1) the values of fractal order α  between 0 
and 1 are considered. The extreme values of the fractal 
order 0α =  and 1α =  lead to well known ideally 
electric- (IEC) and magnetic-conducting (IMC) 
boundaries correspondingly. FBC generalize the ideal 
boundaries as IEC and IMC. FBC are considered in 
reflection tasks in refs of E.I.Veliyev and N. Engheta    
[3-5] in 2003 where the reflection coefficients from 

boundaries described by FBC are given.  It is shown that 
the boundary has the reflection coefficient which is equal 
to zero by modulus, i.e. corresponds to perfect reflecting 
boundary. Moreover the phase of reflection coefficient is 
defined by fractal order.   

FBC can be compared with known impedance BC 
(IBC) [6,7] which are well studied by many authors and 
widely used for modeling of the different objects. IBC are 
given by the equation:       

  

( ) ( ( ))n E r n n H rη× = × ×
     

, r S∈


,      (2) 
 

where n  is normal line to S  surface. IBC are 
intermediate state between IEC and IMC boundaries 
[5,6]: the impedance value changes from 0 for IEC up to 
∞i  for IMC.  

The many refs are dedicated to diffraction tasks on 
impedance boundaries.  IBC are successfully used for 
modeling of reflecting properties of good conductors and 
also for lattices and others. In each case there are 
formulas for obtaining of impedance obtaining as metal 
conducting function, lattice parameters and others. IBC 
are approximate BC, they have limits for their application 
and can’t describe the reflecting properties of whole 
surface variation.  

The comparison of diffusion properties of boundary 
with FBC and IBC has been carried out in ref [8]. 

The further amendment of IBC can be carried out 
with the use of derivatives of higher (whole) order or 
generalized BC [7,9,10].  

The general methodology of obtaining of detail 
impedance BC of high order in spectral region is 
presented in monography D.J. Hoppe and Y. Rahmat-
Samii [9]. As it is shown in spectral region one can obtain 
the detail IBC purely in analytic form. However, not 
always one can obtain IBC in space region in the obvious 
form, that’s why it is necessary to approximate IBC in 
spectral region in order to use the reversal Fourier 
transformation. FBC are the example of non-local BC. 
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This means that the function value on the boundary  
depend on field values in the points on the finite distance 
from the boundary in the difference from classical BC 
(IEC, IMC, IBC) when the value on the boundary is 
defined by only field values in the points infinitely close 
to the boundary. This is connected with use of derivatives 
of non-integral order instead of usual ones.  

The non-local BC in diffusion tasks are widely used 
in numerical algorithms based on finite-element method 
or finite-difference method [11,12]. The procedure is 
based on the consideration of finite region limiting the 
diffusing object for cutoff of the considered region; 
moreover the carrying out of new BC which usually have 
non-local character is need on the boundary of new 
region. The non-local BC are used for wave equation in 
parabolic approximation [12]. The non-local BC are 
effective alternative to traditional use of absorbing layers [12].  

The development of effective numerical-analytical 
solution method of two-dimensional diffraction tasks on 
the boundaries described by FBC is the aim of the given 
paper. The proposed method is considered on model tasks 
of diffusion: on the band and half-plane. The method is 
based on the presentation of scattered field with the help 
of fractal derivative from Henkel function of the first type 
of zero order. This presentation is the result of the 
application of Green fractal theory considered in refs 
[13,14].  

The solution method of fractal integral-differential 
equation (FIDE) to the solution of which the series of 
boundary tasks of diffraction theory is led. The reduction 
degree is characterized by α  parameter which changes in 
limits [0,1]α ∈ . At values of fractal order 0α =  and 1 
these equations are led to known integral equations. In the 
given paper the general method of FEDE solution for any 
values of [0,1]α ∈  order which as the private case 
contains the earlier known solutions, has been proposed. 
The method essence is in the fact that the required 
function is found in the form of series by orthogonal 
polynomials (Gegenbauer polynomials for the band and 
Lagger polynomials for half-plane) with weight function 
allowing satisfaction to the condition on the edges. The 
degree of weight function and degree of orthogonal 
polynomials depend on reduction order α .  Rewriting 
FEDE relatively Fourier images of the required function 
in the form of coupled integral equations (CIE) and using 
the properties of breaking integrals of Veber-Shafheytline 
(in the band case) and also Fourier-presentation for 
Laguerre polynomials for the task on the half-plane, CIE 
are led to the solution of infinite system of linear 
algebraic equations relatively unknown decomposition 
coefficients. The last ones allow the defining the required 
coefficients with any before given accuracy on the base of 
reduction method.  

The diffraction tasks of the plane wave on the band 
with FBC and also half-plane with FBC have been solved 
on the based of proposed method.              
 
1. THE DIFFRACTION ON THE BAND WITH FBC 

Let’s consider the two-dimensional diffraction task 

of E-polarized plane wave on the band with FBC in the 
form:  

( , ) 0ky zD E x yα = , 0y →± .             (3) 

 
The finite-thin band by 2a  width is situated in plane 
0y =  and it is infinite one along z  axis. The incident 

field ( , )i i
zE zE x y=

   is described by expression 
( cos sin )( , )i ik x y

zE x y e θ θ− +=  where θ  is angle of 

incidence, 2 /k π λ=  is wave number. The 
dependence on time is proposed i te ω−  and ignored in all 
formulas. Let’s designate the scattered field by the 
following function: ( , )s s

zE zE x y=
 

. The complete 

field ( , )zE zE x y=
   is the sum of incident and scattered 

fields:         

( , ) ( , ) ( , )i s
z z zE x y E x y E x y= + . 

 
The task solution, i.e. function ( , )zE x y  should 

satisfies to: 1) Gelmgold equation in whole space besides 
band surface; 2) the condition of Zommerfeld radiation on 
infinity for scattered field ( , )s

zE x y ; 3) Meiksner 
condition on band edges ( 0y = , x a→± ) [15, 16]; 4) 
FBC (3) on band surface a x a− < < . For comfort the 
derivative is taken by dimensionless quantity ky .   

Using the fractal Green theorem [13,14,17] let’s 
present the function ( , )s

zE x y  through fractal Green 
function :       

 

 1( , ) ( ') ( ', ) '
as

z a
E x y f x G x x y dxα α−

−
≡ −∫  (4)  

        
where 1 ( )f xα−  is unknown function which we will call 
the density of fractal potential. 

In two-dimensional case the fractal Green function 
Gα  in (5) is expressed as fractal derivative of classical 
Green function:   

 
   (1) 2 2

0( ', ) ( ( ')
4

)ky
iG x x y D H k x x yα α− = − − + ,  

 
where  (1)

0 ( )H x  is Henkel function of first type of zero 
order. 

For private cases of values of fractal order (FO) α=0 
and α=1, the presentation (4) leads to known 
presentations of potentials of simple and double layers 
used  for diffraction task solutions with BC Dirikhle and 
Neyman correspondingly [16,18].  

Obeying the function Ez(x,y) to FBC in the form of 
(3) we obtain FEDE by the following form:   

 

  1
0 0lim ( ') ( ', ) lim ( , ) '

a i
zy yky kya

D f x G x x y dx D E x yα α α α−
→ →−

− = −∫ ,                  (5)  
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where the right part of equation is known function and 

1 ( )f xα−  is unknown function.  
Let’s introduce the dimensionless quantity 

/ [ 1,1]x aξ = ∈ −  and the new function 

1 1( ) ( )f af aα αξ ξ− −≡ . Let’s continue the function  
1 ( )f xα−  by zero outside the function: 

 
 
 

1
11 1 1
1

( ) ( ) ,   ( ) ( ) .
2

ika ikakaf e d F f e dF αξβ ξβα α αξ β β β ξ ξ
π

−
∞ −− − −
−∞ −

= =∫ ∫                   (6)  

 
Using the expressions for fractal Green function we obtain the presentation for scattered field through Fourier 

image 1 ( )F α β− :  
2[ | | 1 ]/ 2 1

2 (1 ) / 2
( )

4 (1 )

ik x yi
s
z

e F eE i d
β βπα α

α
β β

π β

+ −± −∞

−−∞
= −

−∫ .                            (7) 

 
Now FEDE (5) in Fourier images is led to BIE relatively to unknown function 1 ( )F α β− :  
 

1 2 1/ 2 / 2(1 ) cos

1

( ) (1 ) 4 sin ,  [ 1,1],

( ) 0,              | | 1.

ika i ika

ika

F e d e e

F e d

α ξβ α π α α ξ θ

α ξβ

β β β π θ ξ

β β ξ

∞ − − − −

−∞

∞ −

−∞

 − = − ∈ −

 = >

∫
∫

        (8) 

 
Note that BIE (8) for 0α =  leads to BIC for 

diffraction task of E-polarized plane wave on IEC 
infinite-thin band and at 1α =  BIC describe the 
diffraction on IMC band. BIE (8) are the more general 
ones and contain the private cases of BIC considered 
earlier. 

Let’d investigate the private case 1α =  at which the 
equation (8) has the analytical solution at any value of 
frequency parameter ka . Indeed, from (8) one can easily 
obtain the solution in the obvious form:      

 

0,5 1/ 2 cos / 4( ) 2 sin ika if ika e ξ θ πξ θ − += − ,  
   

0,5 1/ 2 / 4 sin ( cos )( ) 4 sin
cos

i kaF i e π β θβ θ
β θ

+
= −

+
. 

 

Let’s consider BIE (8) for general case 0 1α< < . 

The function  1 ( )f α ξ−  should satisfy to conditions on 

the edge at 1ξ → ± . Let’s obey the function 
1 ( )f α ξ−  to the condition on the edge by following 

type:   
 

   ( )1 2 1/ 2( ) (1 )f Oα αξ ξ− −= − 1ξ → ±      (9)                           
 

For private cases α=0 and α=1conditions on the 
edge have the form: 

 
( )
( )

2 1/ 2

1

2 1/ 2

(1 ) ,  0
( )

(1 ) ,   1

O
f

O
α

ξ α
ξ

ξ α

−

−
 − == 

− =

 1ξ → ± (10)                    

 

The conditions (10) are known Meiksner conditions 
on the edge in the diffraction theory task [16]. 

Let’s find the function 1 ( )f α ξ−  in the form 
equally convergent series by Gegenbauer polynomials 
which is orthogonal one in interval [-1,1]:   

 

  1 2 1/ 2

0

1( ) (1 ) ( )n n
n

f f Cα α α αξ ξ ξ
α

∞
− −

=
−= ∑   (11)         

 

where nf
α  are unknown coefficients. In this case the 

function 1 ( )f α ξ−  satisfies to conditions on the edge 

(9).  Note that Gegenbauer polynomials ( )nCα ξ  in the 

private cases 0α =  and 1α =  are led to Chebishev 

polynomials of first and second types ( )nT ξ , ( )nU ξ  
[20] correspondingly.      

0

2 ( ), 0( )lim
1, 0

n nT nC
n

n

α

α

ξξ
α→

 ≠

 =

= , 

 1
1

( )lim ( ) ( )n
n n

C C U
α

α

ξ ξ ξ
α→

= = .         (12) 

 
Using Fourier transformation to series (11) we 

obtain the presentation for function 1 ( )F α β−  in the 
series form by Bessel functions:  
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1

0

2 ( 2 ) ( )( ) ( )
( 1) ( 1) (2 )

n n
n

n

n J kaF i f
n ka

α α α
α

π α ββ
α β

∞
− +

=

Γ +
= −
Γ + Γ +∑ .                                  (13)  

                    

Let’s transform the first equation in (8): multiply the both parts on ikae ξτ−  and integrate by ξ  from -1 up to 1. 
Finally we obtain the following equation:  
 

1 2 1/ 2 / 2(1 )sin ( ) sin ( cos )( ) (1 ) 4 sin
cos

ika kaF d eα α π α αβ τ τ θβ β β π θ
β τ τ θ

∞ − − −

−∞

− +
− = −

− +∫       (14)     

                
 
Substituting the presentation (13) in IC (14) we 

obtain expression for definition of nf
α  coefficients:  

 

0

( 2 )( )
( 1)

n
n kn k

n

ni f C
n

α α αα γ
∞

=

Γ +
− =

Γ +∑ , 0,1,2,..k =    

                                                                                      (15) 
with matrix coefficients  

 
2 1/ 2

2( ) ( )(1 )kn n k
dC J ka J kaα α

α α α

ββ β β
β

∞ −
+ +−∞

= −∫ , 

1 ( cos )2 ( 1)(2 ) sin
cos

k
k

J kaka iα α α α ν θγ α θ
θ

− += − Γ + . 

 

After finding the coefficients nf
α  the function of 

potential density 1 ( )f α ξ−  and its Fourier 

transformation 1 ( )F α β−  can be found from 
expressions (11) and (13) correspondingly. One can show 
that (15) is Fredgolm equation of second type and 

unknown coefficients nf
α  can be found with any earlier 

given accuracy using the reduction method. The 
numerical results of the considered task for case of E-
polarization are presented in ref [17] where the numerical 
calculations of band diffusing characteristics with FBC: 
directional diagram, diameter of inverse section and the 
density of distribution of surface currents are given. 

The case of H-polarization for diffraction task on the 
band with FBC is considered in ref [19].   

 
II. DIFFRACTION ON HALF-PLANE WITH FBC 

 In the given part the task of electromagnetic wave 
diffraction on half-plane with FBC is firstly considered. 
The method of solution of IC for limited regions 
developed in previous chapter will be generalized for IC 
in half-infinite regions to the solution of which the 
considered task is led.  

The many refs are dedicated to solution of 
diffraction wave task on the half-plane. The method of 
diffraction task solution with ideally conducting boundary 

is considered in [16]. The diffraction task on half-plane is 
usually solved with the help of Viner-Hoph method. The 
first application of the method to ideally conducting half-
plane can be related to ref of Copson [21] in 1946 and 
independently Carlson and Heins in 1947 [22]. Senior in 
1952 firstly applied Viner-Hoph method to the solution of 
diffraction task on impedance half-plane [23] and further 
considered the off-normal incidence [24]. The diffraction 
tasks on resistive and conducting half-plane and after the 
different joint half-planes are described in detail in [7]. 

For serious solution of the considered task the 
approach which generalizes the results of work [25] for 
ideally conducting boundaries and contains them as a 
private case, is proposed. The proposed method allows 
obtaining expression for finding of unknown coefficients 
in the decomposition of scattered field in the form of 
infinite series.  

Let’s the plane E-polarized wave 
( cos sin )( , )i ik x y

zE x y e θ θ− +=  where θ  is angle of 
incidence falls on half-plane ( 0x > ) which is infinite one 

along Oz  axis. The complete field i s
z z zE E E= +  

should satisfy to FBC of the following form:       
 

( , ) 0ky zD E x yα =  , 0y →± , 0x >  (16) 

 
and also Meiksner condition on the edge at 0x →  
[15,16].   
 

We will find the diffused field in the form of 

potential where 1 ( )f xα−  is unknown function, Gα  is 
fractal Green function, introduced earlier.   

 
1

0
( , ) ( ') ( ', ) 's

zE x y f x G x x y dxα α∞ −≡ −∫  

(17)      
 
Obeying the complete field FBC (16) we obtain 

FEDE relatively to function 1 ( )f xα−  at 0x > : 
   

 
2 1 (1) 2 2

0 0 00
lim ( ') ( ( ') ) lim ( , ),

4
 '  i

zy yky ky
i D f x H x x y D E x yk dxα α α∞ −

−∞ −∞→ →
−

− + −=∫     (18) 
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Let’s continue the function 1 ( )f xα−  by zero outside the integral [0, ]∞  and go into Fourie image:  
 

   1 1 1

0
( ) ( ) ( )ik ik xF f e d f x e dxα α βξ α ββ ξ ξ

∞ ∞− − − − −

−∞
= =∫ ∫         

1 1( ) ( )
2

ikkf F e dα α βξξ β β
π

∞− −

−∞
= ∫ , 

where 1 1( ) ( )f fα αξ ξ− −≡  ( 0ξ > ),  1 ( ) 0f α ξ− ≡  ( 0ξ < ). 
 

Following to proposed method, FEDE is led to IBC system relatively to unknown function 1 ( )F α β− :  
 

/ 2(1 ) cos1 2 1/ 2

1

( ) (1 ) 4 sin   0,

( ) 0

,

0,        .

iik ik

ik

F e d e

F e d

eπ αξβ ξ θα α α

ξβα

β β β π θ ξ

β β ξ

∞ − −− −
−∞
∞ −
−∞

 − − >

 <


=

=

∫
∫

  (19) 

 
In private case 0,5α =  CIC solution (19) has the 

following analytical type:   
 

1/ 2 1/ 2 / 4 cos( ) 2sin i ikxf x e eπ θθ −= − ,   

1/ 2 1/ 2 / 4( ) 2sin ( cos )iF e
k

π πβ θ δ β θ= − + .  (20)                                                  

 
Moreover for diffused field (17) we can obtain the 

presentation in the obvious form: 
 

/ 2 / 4 1/ 2 ( cos | |sin )( , ) sin
2

s i i ik x y
z

iE x y e e e
k

πα π α θ θθ± − − +=

 
Let’s go into CIC (19) consideration for general case 

0 1α< < .  The function 1 ( )f α ξ−  should satisfy to 

condition on the edge at 0ξ → . Let’s obey the 

function 1 ( )f α ξ−  to the condition on the edge by the 
following form:  

 

( )1 1/ 2( )f Oα αξ ξ− −= , 0ξ →               (21)  

                        
For private cases 0α =  and 1α =  the conditions 

on edge have the known form [15,16] for ideally 
conducting boundaries. 

Let’s find the function 1f α−  in the form of equal 
convergent series by Laguerre polynomials with unknown 

coefficients nf
α  [25]:     

 

     1 1/ 2 1/ 2

0
( ) (2 )x

n n
n

f x e x f L xα α α α− − − −
∞

=
= ∑     (22)  

 

In this case the function 1f α−  satisfies to condition 
on the edge (21). Substituting the series (22) in the first 
equation (19) we obtain IC:   

 

1/ 2 1/ 2 2 1/ 2

0
0

(2 ) (1 ) ( )t ik t ik
n n

n
f e t L t e dt e d Rα α α β ξβ αβ β ξ

∞ ∞ ∞ − − − − −

−∞
=

  × − =  ∑ ∫ ∫ ,       (23) 

 

where 
/ 2(1 ) cos( ) 4 sini ikR e eπ α α ξ θξ π θ− −= −  is known function. 

Using the formula for Fourier transformation of Laguerre polynomials [26, p.462] we obtain the expression for integral 
by dt . Finally, IC (23) has the form ( 0ξ > ).   

 
 

2 1/ 2
1/ 2

0

( 1/ 2) ( 1) (1 ) ( )
( 1) ( 1)

n
ik

n n
n

n ikf e d R
n ik

α α ξβ
α

α β β β ξ
β

∞ ∞ −
+ +−∞

=

Γ + + −
× − =

Γ + +∑ ∫ .         (24) 
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For discretization of equation (24) let’s integrate the 

both parts as 
1/ 2 1/ 2

0
(.) (2 )me L dξ α αξ ξ ξ

∞ − − −∫ . After 

transformations we have БСЛАУ:  
   

  
0

,n mn m
n

f C Bα α α
∞

=

=∑     0,1,2,..,m = ∞         (25) 

 
where matrix elements have the form: 
 

1/ 2
2 1/ 2

1/ 2

( 1/ 2) ( 1) (1 )
( 1) ( 1)

m n

mn n m
n ikC d

n ik

α
α α

α

α β β β
β

− − −∞ −
− − −−∞

Γ + + +
= −

Γ + −∫
, 

1/ 2
1/ 2

/ 2(1 ) sin (1 cos )4 ( 1)
(1 cos )

m

m
i

m
ikB e

ik

α
α

α
α π α θ θπ

θ
+

+ +
− −

= − −
+

. 
One can show that solving БСЛАУ (25) on the base 

of reduction method, unknown coefficients nf
α  can be 

found with any earlier given accuracy. Unknown function 

1 ( )f xα−  is defined from (22) that allows defining the 
diffused field on the base of the presentation (17).    

 
CONCLUSION 

In the given paper the solving method of integral-
differential equation of special type to solution of which 
the diffraction tasks on the boundaries described by FBC 
are led, when the order of fractal derivative α  is 
considered between 0 and 1. The method is considered on 
model two-dimensional diffraction tasks: band and half-
plane with FBC. FBC generalize the ideal boundaries: 
IEC and IMC which are obtained as private case at 

0α =  and 1α =  correspondingly.  The method is 
based on the use of orthogonal polynomialss. Moreover 
for the band the Gegenbauer polynomials which are 
orthogonal ones in interval ( 1,1)− and for half-plane we 
deal with Laguerre polynomials which are orthogonal 
ones in interval (0, )∞ . The important peculiarity is 
emphasized: the given method allows obtaining the 
solution of diffraction task in the obvious form for one 
private case 0,5α = . 
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SOME PROPERTIES OF THE CENTRAL HEAVY ION COLLISIONS 
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Some experimental results are discussed in connection with the properties of the central heavy ion collisions. These experiments 
indicate the regime changes and saturation at some values of the centrality. This phenomenon is considered to be a signal of the 
percolation cluster formation in heavy ion collisions at high energies.     

1. INTRODUCTION 
Study of the centrality dependence of the 

characteristics of hadron-nuclear and nuclear-nuclear 
interactions is an important experimental way for 
obtaining information on phases of strongly interacting 
matter formed during the collision evolution. L. Wan 
Hove was first in attempting to use the centrality to get 
information on the new phases of matter [1] using the data 
coming from the ISR CERN experiments on pp-
interactions. To fix the centrality the particle density (Δn) 
in given region of rapidity was considered (Δy) -- Δn/Δy. 
The ISR data shows that by increasing the values of the 
Δn/Δy starting from some values of the Δn/Δy the pt 
distribution becomes wider (see fig.1). Wan Hove aimed 
to explain the fact as a signal on deconfinement [2] in hot 
medium and formation of the Quark Gluon Plasma (QGP) 
[3]. In this paper we discuss some properties of central 
collisions. These are necessary to get the signal on the 
deconfinement and to identify QGP. 

 

 
Fig. 1. The dn/dy - dependence of the average values of Pt. 
 
2. SOME PROPERTIES OF CENTRAL СOLLISIONS 
2.1 HADRON-NUCLEUS COLLISIONS 

Fig.2 demonstrates a number of π-12C-interactions 
(Nstar) as a function of the number of identified protons Np 
[4].  In this experiment Np was used to fix the centrality. 
One can see the regime change in the behavior of the 
values of Nstar as a function of Np near the value of Np =4. 
The value was used to select the π-12C-reactions with total 
disintegration of nuclei (central collisions). 

As an example of existence of the regime change in 
proton-nucleus collisions we can show Λ   production (see 
fig.3) as a function of collision centrality for 17.5 GeV/c 

p–Au collisions has been measured by BNL E910 [5]. 
The centrality of the collisions is characterized using a 
derived quantityν, the number of inelastic nucleon-
nucleon scatterings suffered by the projectile during the 
collision. The open symbols are the integrated gamma 
function yields, and the errors. 

 
 

 

Fig. 2. A number of π-12C-interactions  (at Pπ-=40 GeV/c) as  
           a function of the Np." 
 

 
Fig. 3. The Λ yield versus ν. 

 
Shown represent 90% confidence limits including 

systematic effects from the extrapolations. The full 
symbols are the fiducial yields. The various curves 
represent different functional scaling. The same results 
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have been obtained by BNL E910 Collaboration for π--, 
K0

s- and K+- mesons emitted in p+Au reaction.  

 2.2. NUCLEUS-NUCLEUS COLLISIONS 
From Fig.4 one can see the behaviors of the event 

number as a function of centrality for light nuclei 
interactions: dC-, HeC- and CC-interaction at 4.2 A 
GeV/c [6]. There are regime changes again for these 
interactions. These points of regime change could be used 
to select the central collisions. 

 
 

 

Fig. 4. The  number of  dC-, HeC- and CC- reactions as a    
            function of centrality at 4.2 A GeV/c. 
                           

2.3 HEAVY ION COLLISIONS  
Experimental ratios of <K+>, <K->, ϕ, and Λ to <π±> 

plotted as a function of system size (fig.5). Statistical 
errors are shown as error bars, systematic errors if 
available as rectangular boxes. The curves are shown to 
guide the eye and represent a functional form  

a - b exp( -<Npart> /40). 
At <Npart>=60 they rise to about 80% of the difference 

of the ratios between Npart =2 and 400 [7].  
The ratio of the J/ψ to Drell-Yan cross-sections has 

been measured by NA38 and NA50 SPS CERN (see 
Fig.6) as a function of centrality of the reaction estimated, 
for each event, from the measured neutral transverse 
energy Et [8]. Whereas peripheral events exhibit the 
normal behavior already measured for lighter projectiles 
or targets, the J/ψ shows a significant anomalous drop of 
about 20 % in the Et range between 40 and 50 GeV. A 
detailed pattern of the anomaly can be seen in fig. 6 which 
shows the ratio of the J/ψ to the Drell-Yan cross-sections 
divided by the exponentially decreasing function 
accounting for normal nuclear absorption. Other 
significant effect which is seen from this picture is a 
regime change in the Et range between 40 and 50 GeV 
both for light and heavy ion collisions and saturation.  

Recent data obtained by STAR RHIC BNL[9] on the 
behavior of the nuclear modification factors of the strange 
particles as a function of the centrality in Au+Au- and 
p+p-collisions at √sNN = 200 GeV  is shown in  Fig.7. One 
can see regime change and saturation for the behavior of 
the distributions. To fix the centrality the values of 
participants (Npart) was used. 

 Recent results from RHIC on heavy flavor production 
[10] show nuclear modification function (RAA) 
distributions for Au+Au and Cu+Cu collisions (see Fig.8) 
as a function of centrality. A number of participants 

(Npart) were used to fix the centrality. We can see again 
the regime change and saturation in the behavior of the 
distributions. 

 
Fig.5 The experimental ratios of <K+>,<K->,ϕ, and Λ to          

<π±> plotted as a function of system size (6p+p, C+C 
and Si+Si,  S+S,  Pb+Pb). 

 
Fig.6. The ratio of the J/ψ to Drell-Yan cross-sections as a            

function of centrality. 
 

   
Fig.7. The nuclear modification factors of the strange            

particles as a function of centrality.  
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Experimental observation of the effects connected 
with formation and decay of the percolation clusters in 
heavy ion collisions at ultrarelativistic energies and the 
study of correlation between these effects could provide 
the information about deconfinement of strongly 
interacting matter in clusters. We suggest two effects to 
identify the percolation cluster formation. One is the 
nuclear transparency effect and other light nuclear 
production.  

 

In Ref. [14] percolation cluster is a multibaryon 
system. Increasing the centrality of collisions, its size and 
masses could increase as well as its absorption capability 
and we may see saturation. So after point of regime 
change the conductivity of the matter increases and it 
becomes a superconductor [13] due to the formation of 
percolation clusters. In such systems the quarks must be 
bound as a result of percolation.  

 Fig.8. The values RAA as a function of Npart for heavy flavor 
coming from RHIC. 

 
3. DISCUSSION 

The points of regime change appear for the behavior 
of some characteristics of events as a function of 
centrality as some critical phenomena for hadron-nuclear, 
nuclear-nuclear interactions and for ultrarelativistic ion 
collisions. The phenomenon observed in the wide range 
of energy and almost for all particles (mesons, baryons, 
strange particles and heavy flavor particles). After point 
of regime change the saturation is observed. The simple 
models (such as wounded-nucleon model and the cascade 
model) which are usually used to describe the high energy 
hadron-nuclear and nuclear-nuclear interactions could not 
explain the results. To explain this result it is necessary to 
suggest that the dynamics of the phenomena is same for 
hadron-nuclear, nuclear-nuclear and heavy ion 
interactions and is independent of the energy and mass of 
the colliding nuclei. The responsible mechanism to 
describe the above mentioned phenomena could be 
statistical or percolation ones because phenomena have a 
critical character. In Ref. [11] complete information was 
presented about using statistical and percolation models to 
explain the experimental results coming from heavy ion 
physics. However, it is known that the statistical models 
give more strong A-dependences than percolation 
mechanisms. That is why we believe that the responsible 
mechanism to explain the phenomena could be 
percolation cluster formation [12]. Big percolation cluster 
may be formed in the hadron-nuclear, nuclear-nuclear and 
heavy ion interactions independent of the colliding 
energy. But the structure and the maximum values of the 
reached density and temperature of hadronic matter could 
be different for different interactions depending on the 
colliding energy and masses within the cluster. Ref. [13] 
shows that deconfinement is expected when the density of 
quarks and gluons become so high that it no longer makes 
sense to partition them into color-neutral hadrons, since 
these would strongly overlap. Instead we have clusters 
much larger than hadrons, within which color is not 
confined; deconfinement is thus related to cluster 
formation. This is the central topic of percolation theory, 
and hence a connection between percolation and 
deconfinement [13] seems very likely. So we can see that 
the deconfinement could occur in the percolation cluster. 
Ref. [13] explains the charmonium suppression as a result 
of deconfinment in cluster.    

The critical change of transparency could influence 
the characteristics of secondary particles and may lead to 
their change. As collision energy increases, baryons retain 
more and more of the longitudinal momentum of the 
initial colliding nuclei, characterized by a flattening of the 
invariant particle yields over a symmetric range of 
rapidities, about the center of mass - an indicator of the 
onset of nuclear transparency. To confirm the 
deconfinement in cluster it is necessary to study the 
centrality dependence in the behavior of secondary 
particles yields and simultaneously, critical increase in 
transparency of the strongly interacting matter.  

Appearance of the critical transparency could change 
the absorption capability of the medium and we may 
observe a change in the heavy flavor suppression 
depending on their kinematical characteristics.  It means 
that we have to observe the anomalous distribution of 
some kinematical parameters because those particles 
which are from area with superconductive properties 
(from cluster) will be suppressed less than the ones from 
noncluster area.  So the study of centrality dependence of 
heavy flavor particle production with fixed kinematical 
characteristics could provide the information on changing 
of absorption properties of medium depending on the 
kinematical characteristics of heavy flavor particles.  

In. Ref.[15] it was suggested that  the investigation of 
the light nuclei production as a function of the centrality 
could give the clue on freeze-out state of QGP formation, 
which may be used as an additional information to 
confirm the percolation cluster formation near the critical 
point. There are two types of light nuclei emitted in heavy 
ion collisions: first type are the light nuclei which get 
produced as a result of nucleus disintegration of the 
colliding nuclei; while the second ones are light nuclei 
which are get comprised of protons and neutrons (for 
example, as a result of coalescence mechanism) which 
were produced in heavy ion interactions. In an experiment 
we can separate these two types of nuclei from each other 
using the following ideas: the yields for first type of 
nuclei have to decrease, by some regularity, with 
centrality of collisions. On the other hand, formation of 
the clusters could be a reason of the regime change in the 
behaviour of light nuclei yields as a function of centrality 
in the second type. 
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INFLUENCE OF ACETIC ACID ON THE PROCESS OF STAIN POROUS SILICON 
FORMATION AT OXIDANT INSUFFICIENCY 
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E.Y. BOBROVA, H.O. QAFAROVA 
Baku State University, Institute for Physical Problems,, Semiconductor Physics Division,  

AZ-1148, Z. Khalilov, 23, Baku, Azerbaijan 
 

The influence of acetic acid on the process of stain porous silicon formation at oxidant insufficiency has been investigated. The 
process of porous formation has been estimated to be appreciably changed in concentration of acetic acid above 5%. This resulted in 
improvement of both reproducibility and lateral homogeneity of nanoporous silicon films. All obtained samples exhibit intensive 
photoluminescence in visible spectra at room temperature.  

 
1. INTRODUCTION 

Nanoporous silicon is a promising material due to its 
capabilities of use in Si – based optoelectronic integrating 
circuits [1, 2]. Nanoporous Si exhibits fairly intensive red 
– orange photo – and electroluminescence in visible 
spectra in contrast to Si itself [3,4]. The investigations 
show large perspectives in the use of nanoporous silicon 
layers as antireflecting coating for solar elements [5,6]. 
The layers of nanoporous Si are obtained both by 
electrochemical and pure chemical etching. In case of 
anodization the Si substrate is a supplier of holes needed 
for PS layers formation, but in chemical etching the ones 
are generated in solution during the HNO3 dissociation. In 
electrochemical etching it is necessary to apply the 
external voltage, whereas in chemical etching anode and 
cathode processes occur locally on the Si substrate 
surface. That nanoporous Si layers obtained by pure 
chemical etching are rather thin but possess a significant 
porosity of about 70-80%. While a mechanism of porous 
silicon formation is identical in both cases, the chemical 
stain etching doesn’t need applied voltage, so the problem 
of contacts no longer arises. Moreover in this method 
even very thin layers of porous Si (20 – 200 nm) are 
luminescence, so the problem of cracking no longer arises 
too [1,7,8]. 

The reaction of Si and electrolyte is electrochemical, 
since it runs with the participation of holes and electrons 
of semiconductive material. The silicon surface plays a 
part of multielectron galvanic element consisting from a 
large number of connected with each other 
microelectrodes – anode and cathodes (between them 
local surface current develops). Areas of surface with the 
large number of distorted bonds (the grain’s interfaces, 
hillocks and peaks on the polish surface) have the most 
negative potential, play a role of anodes and dissolve in 
the solvent. The anode reaction, proceeding with electron 
yield, leads to Si oxidation, covalent bonds distortion and 
building up holes and free electrons, migrating along the 
surface to cathode areas. The areas with less distorted 
structure having more positive electrode potential are the 
cathodes. These cathodes do not dissolve but only transfer 
the anode’s electrons to molecules and ions of etchant to 
favor the oxidation – reduction.  

In this, at the energy – homogeneous surfaces the 
redox and dissolution reactions really occur at the same 
place, apart from each other and with same rate. But at the 
energy – nonhomogeneous surfaces these reactions run 
apart from each other with different rates and are spatially 
separated.  

It is known that Si etching reaction in HF/HNO3 
solutions is autocatalytic and runs according to this 
scheme [1]: 

 
Si + HNO3 + 6HF → H2SiF6 + HNO2 + H2O+ H2 

 
Thus, depending on type and value of original Si 

wafers conductivity and etchant composition the 
incubation period can range from few second to 30 min. 
The process is followed by H2 evolution, which affects 
the morphology and lateral homogeneity of obtained 
samples. In electrochemical etching methanol, ethanol or 
2-propanol are added to HF to increase the wettability the 
PS surface, to minimize H2 yield and prevent against 
bubbles adhesion. It isn’t desirable to add these alcohols 
in the solution during the chemical etching in HF/HNO3 
mixture since it enters into reaction with the etchant [9]. 
Usually at stain etching an acetic acid (CH3COOH) is 
used for this purpose. It has low surface tension and so 
increases the wettability of hydrophobic Si surface [1.2]. 
At the present time for obtaining the porous silicon by 
pure chemical etching the following etchants 
compositions are mainly used: 

 
HF:HNO3:H2O  1:3:5, 4:1:5 and 1000:1:0. 

 
The selections of the composition are determined by 

the substrate conductivity, incubation period, 
reproducibility, lateral homogeneity, luminescence and 
antireflection properties. In etchant solution 1000:1, i.e. 
for lack of oxidant, the PS formation process is controlled 
by rate of Si oxidation by nitric acid. In this case 
spontaneous reaction occurs whatever the type and 
conductivity of silicon wafers and it is characterized by 
good reproducibility and more thick layers of PS [10-12]. 

The given work is aimed at investigation of the 
question: how does the addition of acetic acid affect the 
morphology and luminescence properties of porous Si in 
HF/HNO3 solution in regime of lack of oxidant.  

 
2. EXPERIMENT 

In the present work the porous Si layers were 
fabricated by stain etching on the monocrystalline p-Si 
wafers with (100) orientation and 20 Ω.cm resistivity, 
polished on each side. As etchant were used a solutions of 
hydrofluoric (49%) and nitric (65%) acids in proportion 
of 1000:1 and 1200:1 with various amount of acetic acid 
to be added. The etching was run only on the one side of 
wafers in teflon cell. The etched area is 1 cm2 . The use of 
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chemically resistant seal has made possible to carry out 
the etching on only one side of wafer and remove 
boundary influence. Before the beginning of etching the 
wafers were washed in organic solvents in order to 
remove the organic contaminations. At first, the wafers 
were immersed in acetone for around five minutes and 
washed in bidistilled water. Then ones were immersed in 
propanol and were washed in water again. The wafers 
were finally immersed in 5% aqueous solution of HF to 
remove of natural oxide layer from silicon surface and 
after washing in water were blown by N2 jet. 

The chemical etching was run at daylight illumination 
at room temperature during 1 – 15 min. After etching the 
samples were washed in bidistilled water, then in 
propanol and were dried by N2 jet. 

Morphology of por-Si and porous layer thickness have 
been inspected by interference microscope MII-4 and 
SEM. Photoluminescence spectra have been investigated 
under room temperature. The PL was excited by xenon 
lamp DKSL -1000, transmitted through monochromator 
SPM-2 and was recorded by monochromator IKS-12 in 
geometry “on reflection”. Signal was recorded by cooled 
photoelectric multiplier FEU-83. Photoluminescence 
spectra have been corrected on sensibility of 
spectrometric system.  

 
3. RESULTS AND DISCUSSION 

Experiments demonstrated that in 1000:1 solution 
(although the incubation period is 60 sec) the por-Si 
formation process is followed by abundant hydrogen gas 
evolution. As result there are many nonethed areas on the 
surface of obtained samples (fig.1a). The incubation 
period increases to 120 sec with increasing acetic acid 
concentration to 20%. The reaction runs slowly, but H2 
evolution decreases. Interference bands on the samples 
surface points to lateral nonhomogeneity over the layer 
thickness (fig.1b). Reproducibility of samples obtained 
under these etching conditions is very good. The 
increasing CH3COOH content effects on rate and duration 
of reaction (reaction rate decelerates and it’s duration 
decreases). In further increase of acetic acid concentration 
the incubation period essentially increases, many 
nonetched areas appear and reproducibility essentially 
gets worse. 

In solution of 1200:1 the incubation period was about 
30 sec, but the porous formation process proceeded very 
slowly although without marked H2 bubbles evolution. 
The addition of acetic acid (5 – 10%) remarkable affects 
the por-Si formation process. Reaction begins over the 
entire surface at the same time. With increasing of etching 
time the colour of the surface changes wave-like, 
manifesting all rainbow colours. It is indicated of 
homogeneous thickness growth of obtained porous 
silicon. The observed scene resembles Si surface 
oxidation process. During ~60 sec the process runs 
without the bubbles evolution and the lateral 
homogeneous of samples with mirror-like surface are 
obtained in this case (Fig.1c). The por-Si layer thickness 
more increases with increasing of etching time, but in so 
doing bubbles begin to rise and distort the sample 
homogeneity.  

The investigations of samples morphology at SEM 
demonstrate that in all cases nanoporous silicon is formed 

and has red cathodoluminescence under electron 
irradiation. 

 

 
a) 
 

 
b) 
  

   
c) 
 

Fig.1. Stain PS in HF:HNO3: CH3COOH. (a) 1000:1:0, (b) 
1000:1:100, (c) 1200:1:100. 

 
The emission and excitation spectra of porous silicon 

have been investigated under room temperature too. 
Excitation was induced by the wave of 350 nm. All 
samples have rather intense red - orange luminescence 
visible with naked eye at daylight illumination at room 
temperature. 
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Fig2.   Photoluminescence (a) and excitation (b) spectra of stain 

PS  
A photoluminescence spectra does not change during 

exposure of the samples at the ambient laboratory 

atmosphere by the month. With increasing of etching time 
the maximum of emission spectra of fresh prepared 
samples shifts from 1.7 to ~1.9 eV and rather good is 
extrapolated by one Gaussian (fig.2a). The halfwidth of 
spectrum is about ~0.31 eV. Excitation spectrum was 
taken at 650 nm (Fig.2b). 

It is known that the composition and concentration of 
etchant strongly affect both the process of etching and 
morphology of obtained samples. Depending on 
concentration of HF:HNO3 : CH3COOH solutions the 
etching can lead to either polishing surface or the por-Si 
formation. In microelectronics these solutions are usually 
used for final polishing of Si wafers surface. The addition 
of acetic acid helps to reduce the effective oxidation of Si 
to supply the holes needed for reaction. It is clear from the 
investigation that such complex action of acetic acid 
results in perfecting lateral homogeneity of samples and 
quenching of H2 bubbles appearance and doesn’t change 
the incubation period. The decrease of reaction rate has 
made possible to obtain the homogeneous layers of 
various thickness and with various maximum of 
photoluminescence. The homogeneity of porous silicon 
does not deteriorate with increasing time of etching. Good 
extrapolation of emission spectra by one Gaussian and 
form of excitation spectra points to the radiation 
proceeding only via one recombination center related to 
quantum confinement effect and its half-width indicates 
the dispersion of nanocrystalline sizes. 

The work was carried out by support of “50+50” 
program of Baku State University.
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ON INTERACTION OF MACROMOLECULES WITH THE MOLECULES OF SOLVENT 
IN THE SYSTEM POLYETHYLENEGLYCOL – WATER 
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Baku State University, AZ-1148, Z.Halilov str., 23 
 

The refraction properties of the diluted water solutions of polyethylene glycols with different molecular mass have been 
investigated. Equation Lorenz- Lorenz has been used for explanation experimental results and the contributions to the general 
polarization of both the free molecules of water and the hydrated macromolecules of polymer were considered. The influence of 
KOH on the solubility of polyethylene glycol was studied by dielectric spectroscopy, also. 
 

It is well known that at the optical frequencies the 
contribution to the polarization of medium gives only the 
electrons, which are oscillated under the electric field of 
light wave [1, 2]. In this case for the homogeneous 
medium equation Lorenz- Lorenz is carried out [3]:  

                        
3

N
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2 α
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+
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                              (1) 

where, n - the refractive index of medium, N - 
concentration, α  is the polarizability of the molecules of 
substance. 

Assuming the additivity of polarizability, formula (1) 
can be written as follows for the diluted aqueous solutions 
of polymers: 
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where, k is the interaction parameter, which determines 
the number of molecules of water connected with one 
macromolecule, n - refractive index of solution 0wN   - 
the number of molecules of water per unit of volume of 
clean sol t, w

,

ven

 

α - the polarizability of not connected 
with the macromolecules of the polymer molecules of 
water, 

pN  - the number of macromolecules of the 

polymer per unit of so on volume and  pluti α  - the 
polarizability of the hydrated macromolecules, 
resp

t - t

is monodisperse. 
Form la (2) can be rewritten as follows: 

 

  

ectively. 
In equation (2) the first component in the right side 

reflects the polarization of the free molecules of water, 
not taking part in the hydration, and the second 
componen he polarization of the macromolecules of 
polymer, pkN indicates the number of molecules of water 

connected with the macromolecules in the unit volume of 
solution. Let us note that the polydispersion of the 
macromolecules of polymer is not taken into account in 
given case, we assume that the polymer 
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it of 
ume of solution can be represented as follows:  
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where, TotPN   is the total number of macromolecules in 

the solution,  P Pm c are the mass, the molar mass 
and the concentration of polymer the solution, 
respectively,  ,m

, ,M

ρ , V  are the mass, density and the 
volume of solution, respectively, AN  is Avogadro 

constant,  Pν  -  the number of moles o the 
stituting expressi

f po
n (4) in

lymer in 
solution o  formula (3), 
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.
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 After sub
ving also re ( )w w 3N α  on  

2 2( 1) (w wn n 2)− +  we will obtain: 
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In this form

−−

ula the refractive index of pure water is 
designated through wn , which can easily be measured 
experimentally. 

In the first rough approximation it is possible to show 
pα as the volume of the hydrated macromolecule, which 

ly depends on the conformation of 
romolecule: 

strict the 
mac
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hew re,  0 Pm  is the mass of polymer macromolecule, wm -  
the molecular mass of water. 

Taking into account (6) in formula (5) we will obtain: 
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We measured the concentration dependence of the 
refractive index of he diluted aqueous solutions of 

s th different molecular weights. 
Obtained data are represented in Fig. 1 through the 

t
polyethylene glycol wi

)2()1( 22 +− nn  - c  diagram. As shown in the figure 

this dependence is linear up to the certain concentration, 
where the interaction parameter of macromolecules with 
the water molecules does not depend on the polymer 
concentration. As the concentration increases, the 
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coefficient k, and solution density ρ  become dependent 
on c . 

 
Fig. 1.  Concentration dependence of )2()1( 22 +− nn    

    
    

s of polyethylene glycols tested by the 
lo

hese ions formed hydrate 
la

resulting in the dielectric

    
    

w-

ye

place, 

    for the aqueous solution of polyethylene glycol with   
    molecular weight 1500 
 
 Dependence of the coefficient k from c  is caused by 

the fact that when the interaction of the macromolecules 
with each other begins to occur, the conformation of 
macromolecules changes: balls get more unpacked with 
the increase in the concentration of macromolecules and 
attract more water molecules, which is expressed as the 
change in the angular coefficient    (Fig. 1). Solution 
density grows proportionally with the polymer 
concentration, as a result of which, the coefficient in front 
of k in equation (7) decreases as c  increases, which also 
leads to the decrease of slope angle in the indicated 
dependence. Occurrence of interaction starting from a 
certain concentration and a change in the structure of 
aqueous solution were confirmed by our studies on 
aqueous solution

frequency dielectric spectroscopy method [4, 5].   
The influence of KOH on the solubility of 

polyethylene glycol was studied by dielectric 
spectroscopy [6, 7, and 8]. Effect of third component on 
the solubility of the substance in water depends on the 
polarity or non-polarity introduced into the solution 
component, and this dependence can be established by 
investigating the permittivity of the solution [9]. 
Molecules are introduced into the solution of salt, bases, 
acids, etc. under the influence of water molecules 
dissociated on ions and around t

r of polar water molecules.  
At this time the no polar solute molecules are 

available in the water pushing from all sides gather in one 

increases, the solubility of no polar substances weakens. 
On the contrary, in the case of polar substances molecules 
of these substances are actively involved in solvatation of 
ions, the solubility of polar substances is growing; the 
dielectric constant of the solution is increased.  

 constant of the solution 

  Figure 2 identifies the dependence of the dielectric 
constant of aqueous solution of polyethylene glycol and 
KOH on the concentration of KOH. As can be seen up to 
a certain concentration of KOH solution permittivity  

  
Fig. 2. The dependence of the dielectric constant of aqueous 

solution of polyethylene glycol and KOH on the 
concentration of KOH 

 
increases, and then reaches saturation. This fact can be 
explained as follows. Dissociation of KOH in water is 
separated on ions and around these ions occurs hydrate 
shell. Up to a certain concentration of KOH the hydrate 
shell is created by the free water molecules. As a result, 
no polar macromolecule polyethylene glycol crowding get 
together, i.e. solubility of polyethylene glycol under the 
action of KOH is deteriorating. At a certain critical 
concentration of all available in the free solution water 
molecules have already become involved in the hydration. 
With further increase of the concentration of KOH 
hydrate shell around the ions can formed through job-
related in the clusters of water molecules, but it requires 
more energy compared with free water molecules. 
Therefore, from a certain critical concentration of KOH 
has little effect on the solubility of PEG in water. 

Given these considerations on the critical 
concentration the ratio of free water molecules to the 
number of bound water molecules can be measured in the 
solution.
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OSCILLATOR AND ITS ( )1,1su  DYNAMICAL SYMMETRY ALGEBRA 
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We consider the finite-difference analogue of the linear singular oscillator. It can be solved both analytically and by using group-

theoretical approach. Its wave functions being eigenfunctions of the finite-difference Hamiltonian are expressed in terms of the 
continuous dual Hahn polynomials. The dynamical symmetry of this problem is ( )1,1su  Lie algebra. Raising and lowering 
operators also have finite-difference form and they are generators of this algebra. 
 

 
INTRODUCTION 

Quantum singular oscillator in the non-relativistic 
approach thanks to its specific properties quite different 
than properties of the usual non-relativistic harmonic 
oscillator, has been used for enormous applications in 
various fields of modern physics and technologies. 

It is known that the linear singular oscillator 
problem in the non-relativistic quantum mechanics is 
governed by the Hamiltonian [1] 
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where xm h/ωζ =  is a dimensionless position and 
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The linear singular oscillator being one of the 
exactly solvable problems of the non-relativistic quantum 
mechanics has been extensively used in many 
applications. There are a lot of quantum mechanical and 
field theory problems leading to solution of Schrödinger 
equation with Hamiltonian (1). 

 In the interval ∞<< ζ0  the eigenfunctions of 
the Hamiltonian (1) are expressed in terms of the 
associated Laguerre polynomials: 
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Eigenvalues of operator  corresponding to (2) 

have the following form: 
NH

 
( )12 ++= dnEnonrel

n ωh , . (3) K,3,2,1,0=n
 

The purpose of this paper is to construct and 
investigate an exactly solvable finite-difference analogue 
of the linear singular oscillator (1). Our construction is 
based on the relativistic quantum mechanics that has been 
developed in a number of published works [2-9]. 

 

THE FINITE-DIFFERENCE LINEAR SINGULAR 
OSCILLATOR 

In the framework of this relativistic approach, the 
transformation between one-dimensional configuration 
x - and p - representations is performed as follows: 

 

( ) ( ) (∫ ΨΩ=Ψ pxpdx p ,
2
1 ξ
πh

) .         (4) 

 
As one observes, this transformation is rather 

different than the similar transformation in the canonical 
non-relativistic quantum mechanics because of its 
expansion in terms of the matrix elements of the 
representation of the Lobachevsky space motion group 
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Corresponding Lobachevsky space is realized as a 

hyperbola in the ( )pp ,0  plane through 

, for the positive  branch. 2222
0 cmpp =− 00 >p

 We consider the finite-difference analogue of the 
linear singular oscillator, which is described by the 
following Hamiltonian: 
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 (6) 

 
where h/ωδ mh=  and  is a step of the finite-
difference differentiation. In the framework of the non-
relativistic quantum mechanics one can select h  as 
Compton wavelength of the particle, i.e. 

h

mch /hD == . 
The correct limit, where (6) reduces to (1) can be 

easily shown, i.e. it is obvious that  in the 

limit 
NHH →

0→δ  (or ). 0→h
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The eigenfunctions of Hamiltonian (6) obeying the 
boundary conditions ( ) 00 =ψ  and ( ) 0=∞ψ  are 
explicitly given by [10] 
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where 
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and the continuous dual Hahn polynomials are 
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 The functions 
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And 
 

( )δζνδ δζ //2 i+Γ  
 

are related to the behavior of the wavefunction 
( )ζψ  (7) at the points 0=ζ  and ∞=ζ , respectively. 

  is the normalization constant and it can be 
easily computed from the orthgonality relation for 
wavefunctions (7). It has the following form: 

nc
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The energy spectrum corresponding to Hamiltonian 

(6) has the following form: 
 

( )ναω ++= nEn 2h , . (10) K,2,1,0=n
 

 From the limit relation 

( ) 222
20

2/1,,;/
!
1lim ζναδζ

one can easily verify that in the limit 0→δ , 
eigenfunctions (7) coincide with the non-relativistic linear 
singular oscillator wavefunctions (2). 

Energy spectrum (10) also has a correct non-
relativistic limit, i.e. 

( )12/ 2 ++=→− dnEE nonrel
nn ωδω hh . 

Combining all these results, one can say that we 
constructed a finite-difference analogue of the linear 
singular oscillator. Eigenvalues and eigenfunctions of this 
problem are determined and it is shown that they have 
correct non-relativistic limit. 

 
( )1,1SU  DYNAMICAL SYMMETRY GROUP 
As in the non-relativistic limit, the simplicity of the 

obtained energy spectrum (10) allows that solution by 
group-theoretical methods is also possible. 

One can show that Hamiltonian (6) can be factorized 
as follows: 
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where  are the following finite-difference operators: ±b
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Commutation relations of these operators lead to the 

following expression: 
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By using the explicit expression of , one can 
introduce the new finite-difference 

−b
−B  operator of the 

following form: 
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which determines the algebra of Lie group ( )1,1SU . 
Also, the Casimir operator in this case is equal to  

  It is possible to check that that −B  is the lowering 
operator: 
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 The taking into account that we can obtain raising 

operator +B  as complex conjugate of −B , one can 
compute their commutation: 

Consequently, eigenvalues of the operator 
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whereas, eigenfunctions ( )ζψ n  form the basis of the 

irreducible representation ⎟
⎠
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⎜
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⎛+ αD +

2
ν

 of the ( )1,1SU  

group. 

 
 From (16), one observes that in order to construct 

closed Lie algebra of the finite-difference analogue of the 
linear singular oscillator, we need to introduce new pair of 
finite-difference operators: 
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Operators −K  and +K  act to the wavefunctions 

( )ζψ n  as follows: 
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where, ( )1−++= νακ nnn . where 

 
 In this paper, in the framework of finite-difference 

approach, we constructed new kind of exactly solvable 
quantum mechanical model, which has similar properties 
with non-relativistic quantum linear singular oscillator. Its 
wavefunctions are expressed in terms of the continuous 
dual Hahn polynomials and the dynamical symmetry 
group is ( )1,1SU

0→
. It has been shown that under special 

limit δ , the finite-difference analogue easily 
reduces to the similar non-relativistic problem, which 
wavefunctions are expressed through the associated 
Laguerre polynomials. 
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Now, one can see that operators −K , +K  and 

HK
ωh2

1
0 =  satisfy the commutation relations [11] 
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on the space of basis elements ( ){ }∞0ζψ n , i.e. 
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In the given work photo and electroluminescence properties of Pb1-xMnxSe and Pb1-xMnxTe thin films by the mathematically 
modeled method of molecular beams epitaxial on BaF2 substrates were studied. It was established that band gap width of epitaxial 
layers expanded by the change in Mn  amount. 

 
In the present work the dependence of band gap on 

Pb1-xMnxSe thin films’ composition was determined out 
of photoluminescence spectra. The magnitude of 
exchange interaction was estimated in magnetic field due 
to the experiments on photo-and electroluminescence for 
PbMnSnSe crystals.  

The structural perfection of the films was controlled 
by electronographic, electromicroscopic and X-ray 
diffraction methods. Epitaxial films were grown by the 
mathematically modeled method of molecular beam 
condensation in vacuum 10-4 Pa. 

Optimal conditions (υк=8÷9 Å/sec; Тп=663÷673 K) of 
manufacturing epitaxial films with a perfect crystal 
structure (W1/2=80÷100//), growth plane (111), lattice 
parameter α=6.10÷6.05 Å and charge carrier mobility 
μ77К=2.53⋅104 cm2/V⋅sec were determined. 

It was established that structurally perfect Pb1-xMnxSe 
films with different (n,p) conduction types and specified 
electrophysical properties can be obtained by regulating 
the temperature of compenrating Se source.    

As far as we know, it’s necessary to manufacture films 
with a clean and smooth surface without switching the 
second phase for making various photosensitive epitaxial 
structures. For this purpose additional compensating 
source Se was used in the process of film growth. The 
application of this   source resulted in manufacturing   
Pb1-xMnxSe films with a clean and smooth surface without 
switching the second phase.  

Photoluminescence excitation was realized by an 
impulse YAG laser (hν0≅1.17 eV). Pumping intensity 
equaled to∼105 W/cm2. The measurement was carried out 
on reflection geometry at 77.4 К. The measurement of 
luminescence was conducted in magnetic field on Whoyt 
configuration, at the same time magnetic field was 
parallel to a crystallographic direction [100]. Radiation 
spectra were recorded with the help of a lattice 
monochromator and two radiation detectors on Ge〈Au〉 
and Ge〈Cu〉 base. Band gap Еg was determined along the 
long-wave edge of radiation spectra. The accuracy of Еg 
determination depended on a concrete sample and equaled 
to 0.1÷0.2%. Within energy region of 0.15 eV where 
magnitooptical measurements were carried out spectral 
resolution was 0.15÷ 0.20 MeV. High spectral resolution 
allowed observing material heterogeneity according to the 

composition (up to Δх∼10-4) as well as luminescence 
intensity during scanning on the sample surface. The 
regions with maximal photoluminescence intensity were 
selected for conducting measurements.   

 

 
 

Fig.1. Dependence of band gap Еg on Pb1-xMnxS(1),                    
Pb1-xMnxΤe (2), Pb1-xMnxSe thin films  composition (3): 
Т - 77 К. 

 
In fig.1 the dependence of radiation quantum energy 

on the compositions of three thin  films  -   Pb1-xMnxS 
(0≤х≤0.014), Pb1-xMnxΤe (0≤х≤0.05), Pb1-xMnxSe 
(0≤х≤0.04) was shown. It becomes evident that the 
dependence Еg(х) can be considered linear one in the 
given region. The inclination d Еg/d х is practically the 
same at 77 К temperature and equals to 3.2, 3.4 and      
3.8 eV/fraction х correspondingly for Pb1-xMnxS,                
Pb1-xMnxΤe, Pb1-xMnxSe. For two samples with high 
manganese (Mn) composition-Pb0.95Mn0.05Τe, 
Pb0.96Mn0.04Se the radiation quantum energy was 
considerably lower (correspondingly 273 and 267 MeV at 
77 К) than appropriate linear inclination values d Еg/d х. 
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It should be mentioned that radiation quantum energy 
for binary crystals (without manganese) grown by 
Bridgman method is more than band gap energy measured 
on qualitative epitaxial layers with charge carrier 
concentration of ∼1017 cm-3. In dependence with the 
sample, charge carrier concentration and excitation level 
this difference reaches ∼10 MeV. 

It is conditioned by relatively low quantum yield in 
the crystals grown by Bridgman method. In this 
connection high excitation level is required which leads to 
Burstein shift and crystal heating, i.e. to radiation 
quantum energy increase. It means that conservative 
values Еg (within 10 MeV) are acquired for Bridgman 
crystals with manganese (Mn). However, it has weak 
effect on inclination magnitudes [2]. 

During manganese introduction the number of the 
observed transitions obviously decreases due to low 
radiation quantum yield of the material [3, 4]. Thereby, 
during Mn introduction into AIVBVI type semiconductor 
the band gap rises with х growth, and at low values х 
(х≤0.02) this dependence becomes linear. Besides, Mn 
introduction violates mirror symmetry of energy bands in 
magnetic field because of the fact that the contribution of 
exchange interaction to g-factor is more for holes than for 
electrons. It’s necessary to use epitaxial layers for 
carrying out more accurate photoluminescence 
measurements, as Bridgman crystals have low radiation 
quantum yield and considerable composition 
heterogeneity.  
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The results of thermodynamic investigation of Yb-S system by EMF method are presented in the paper. The relative partial molar 

functions of ytterbium in alloys and standard integral thermodynamic functions  of Yb2S5, Yb2S3 , Yb3S4 and 

YbS compounds are calculated by combining of measurement results of EMF concentration chains of two types.   
)S,H,G( 0

298
0

298,f
0

298,f ΔΔ

 
The rare-earth element chalcogenides and alloys on 

their base are perspective functional materials. Many of 
them have the luminescent properties and 
photosensitivity. The memory switching effects are found 
in some of this type compounds. Some of them are used at 
the production of vacuum photoelements and etc [1,2].  

Yb-S system is characterized by formation of Yb3S5, 
Yb2S3, Yb3S4 and YbS [3]. However, the thermodynamic 
properties of these compounds necessary for development 
and optimization of the methods of their directed 
synthesis and growing up in the form of single crystals 
haven’t investigated yet. The standard enthalpy 
formations 

(  kJ/mol) is obtained only for 
YbS [4]. Some thermodynamic functions of YbS and 
Yb2S3 are estimated by means of comparable analysis 
with thermodynamic sulfide functions of other rare-earth 
elements in work [5]. 

25410H 0
298,f ±−=Δ

In the given paper the investigation results of solid-
phase equilibriums in Yb-S system and thermodynamic 
properties of ytterbium sulfides by EMF method are 
presented. 

     

EXPERIMENTS AND THEIR RESULTS 
 

The alloys of Yb-Sе system are synthesized by 
direct interaction of stoichiometric quantities of initial 
simple substances in degasified (∼10-2Pa) quartz 
ampoules at 450-500K. After interaction of the main mass 
of sulfur the furnace temperature is increased up to 1100K 
at which the ampoule is kept during twenty hours and 
further it is treated by continuous graduated annealing at 
1000K (100h) and 400K (500h).    

For carrying out of experiments the concentration 
chains of the following types are constructed as in [5]:  
 
(-)Yb(sol.)liquid el.-te, Yb+3|YbхS1-х(sol.)(+)  (1) 
 

The left electrode of the chain (1) is prepared by 
fixing of metallic ytterbium on molybdenum lead and 
right electrodes are prepared by pressing of equilibrium 
alloys Yb-S made in powder form on leads in the form of 
cylindric tablets having 0,5 gr mass.  

The sweet solution KCl with YbCl3 addition is used 
as electrolyte. Taking under consideration the 
inadmissibility of the presence of damp and oxygen in 
electrolyte the glycerol (ЧДА mark) is thoroughly 
dewatered and degassed by evacuation at temperature 
~450K, the waterless, chemically pure KCl and YbCl3 are 
used. 

The techniques of gathering of electrochemical cells 
and EMF measurements are described in detail in [6]. The 
measurements of EMF by (2) type are carried out by usual 
compensation method with the help of digital voltmeter 
В-7-27 in 300-380К interval.  

However, EMF measurements show the 
nonequilibrium of chains by (1) type. In measurement 
beginning during several hours EMF values strongly 
decrease up to 500-800mV in the comparison with initial 
ones (~1000-1500mV). Though these values are 
reproducible, they can’t be considered as equilibrium 
ones, so according to previous thermodynamic 
calculations, they were less than expectable ones in 2-3 
times. 

Taking into account the above mentioned, the 
experiments are carried out in two stages. Firstly the 
concentration chains by the following type:   
 
(-)YbS(sol.)liquid el.-te,Yb+3|YbхS1-(sol.)(+)  (2) 
 
are constructed.  

In the chains of (2) types the ytterbium monosulfide 
with some sulfur excess (compound YbS1,01) is used as 
left electrode. The equilibrium alloys with different 
compositions from YbS-S region are used as right 
electrodes.  

 
Е, мВ 
(300К) 

S Yb0,5S0,5 60 70 80 90 

ат%S 

400 

200 

600 
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550 
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0 
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at%S 
 
Fig. Dependences of EMF chains of type (2) on the 
        composition in YbS-S subsystem 
 

EMF measurements of chains by (2) type lead to 
reproducible results. The character of concentration 
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dependence of EMF in YbS-S composition region at 
300K (fig) is in total correspondence with phase diagram 
[3]: EMF values are constant ones in two-phase regions 
and change spasmodically at the transformation from one 
phase region into other one, i.e. at stoichiometric 
compositions of ytterbium sulfides. 

The analysis of EMF temperature dependences of 
chains by (2) type shows their linearity. 

The treatment of given EFM measurements with the 
help of computer program "Microsoft Office Excel 2003" 
by the method of least squares [7] lead to obtaining of 

 the following 

form:       

linear equations presented in the table 1 in
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recommended in [8]. Here T  is average temperature, К; 
 and  are dispersions of separate values of EFM 

and b constant, n is couple number of Е and Т values; t is 
Student criteria. t≤2 at confidence band  95% and n≥2 [7].   

2
Eδ

2
bδ

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            

 
 

  Table 1 
Temperature dependences of EFM chains of (1) and (2) types for Yb-S (Т=300-380К) alloys 

 
№ Concentration 

chain 
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The relative partial thermodynamic ytterbium 

functions (PThF) in YbS (table 2) and “quasicomponent” 
YbS from equations 1 and 2 are calculated. It is obvious 
that the last ones present themselves the difference of 
corresponding partial molar functions of ytterbium in 
right and left electrodes of the chains of (2) type: 

 

)YbS(Z)regionSYbSofalloy(ZZ YbYbYbS Δ−−Δ=Δ
 
where S,H,GZ ΔΔΔ=Δ . 

 

                                                                                                                                                                         

                                                                          Table 2 
Partial thermodynamic functions of “quasicomponent” 

of YbS in YbS-S alloys at 298К 
 

Phase region *GΔ−  *HΔ−  *SΔ  
J/(mol⋅К) kJ/mol 

Yb3S5+S 198,46±0,15 188,1±1,2 34,8±3,4 
Yb2S3+Yb3S5 181,67±0,14 165,8±1,1 53,1±3,3 
Yb3S4+Yb2S3 101,57±0,14 89,8±1,1 39,5±3,3 

 
That’s why the corresponding data for YbS which 

are obtained from EMF measurement data of chains by 
(2) type by EMF rapid fixation method [6] are necessary 
for ytterbium PThF calculation.  

From obtained equation of EMF temperature 
dependence (table 1) ytterbium PThF in YbS (table 3, 
phase region YbS+Yb3S4) are calculated.      

The substance of this method is in the fact that the 
left electrode is not in the cell with right electrode up to 
the moment of measurement, but in other vessel with the 
electrolyte at the same temperature.  

EMF measurements are carried out in the moment of 
introduction of left electrode in electrochemical system 
with right electrode and the maximum value of EMF is 
fixed. These tests are carried out in the box filled by 
nitrogen at different temperatures in 300÷380К interval. 

YbGΔ  can be defined by EMFrapid fixation method 
for all alloys. However, taking into consideration the 
difficultness of experiments by means of EMF rapid 
fixation method and reliability of reversible chains of (2) 
type, we prefer the above mentioned combined 
measurement technique of EMF.  

Ytterbium PThF in alloys YbS-S (table 3) are 
calculated by summation of data from table 2with PThF 
ytterbium for YbS. 

 
From table 3 it follows that ytterbium partial entropy 

essentially decreases from Yb3S5 up to YbS. This well 
coincides with crystallographic data of ytterbium sulfides, 
according to which in this direction the crystal lattice 
symmetry of these compounds increases [1,3]. 

According to phase diagram, the partial molar 
functions of ytterbium are thermodynamic characteristics 
of the certain reactions of potential-formation (substance 
state is crystalline one) (table 3). That’s why the standard 
thermodynamic functions of ytterbium sulfide formation 
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can be calculated by means of these equations. For 
example, for thermodynamic formation function of Yb3S5 
and Yb2S3 compounds the following relations take place:   

 

Yb
0

SYb Z3Z
53

Δ=Δ  
0

SYbYb
0

SYb 5332
Z6,0Z2,0Z Δ+Δ=Δ  

 

for standard entropies we have: 
 

)SS(3S 0
YbYb

0
SYb 53

+Δ=  
0

SYb
0
YbYb

0
SYb 5332

S6,0)SS(2,0S ++Δ=  

 
                                                                                                                    

    Table 3 
Ytterbium partial thermodynamic functions in Yb-S alloys at 298K and the potential formatting reactions 

corresponding to them  
 

Phase 
region YbGΔ−  YbHΔ−  YbSΔ  Potential formation reaction 

kJ/mol J/(mol⋅К) 
Yb3S5+S 454,0±0,5 449,0±3,2 20,1±9,4 Yb+1,5S=0,333Yb3S5 

Yb2S3+Yb3
S5 

437,2±0,4 436,7±3,1 1,7±9,2 Yb+3Yb3S5=5Yb2S3 

Yb3S4+Yb2
S3 

457,1±0,4 360,7±3,1 -12,1±9,2 Yb+4Yb2S3=3Yb3S4 

YbS+Yb3S4 255,5±0,3 270,9±2,0 -51,7±5,9 Yb+Yb3S4= 4YbS 
 
 

Besides the own experimental data (table 3) the 
reference data on standard entropies of elementary 
ytterbium and sulfur from ref.[4,9] are used for 
calculation of standard entropies  

The obtained results are presented in table 4. The 
errors are found by the method of error accumulation.  

In table 4 the scientific literature data are presented. 
As it is seen, obtained by us values of standard 
thermodynamic formation functions and standard entropy 
well coincide with data [4,5] and corresponding functions 
of  Yb2S3 essentially differ from given ones in [5]. 

 
 
 

 

Table 4 
Standard integral thermodynamic functions of 

ytterbium sulfides 
 
Phase 

0
298GΔ−  0

298HΔ−  0
298S  

J/(mol⋅К) kJ/mol 
Yb3S5 1362±2 1347±10 289±28 

Yb2S3 905±2 
1153 [5] 

896±6 
1172 [5] 

186±17 
161 [5] 

Yb3S4 1326±3 1340±11 260±26 

YbS 395±1 
444 [5] 

403±5 
452 [5] 

410±25 [4] 

65±8 
69 [5] 

 

 

________________________________________ 
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THE TEMPERATURE, FREQUENCY AND VOLTAGE DEPENDENT  
CHARACTERISTICS OF Al-TiW-Pd2Si/n-Si STRUCTURE  

USING I-V, C-V AND G/ω-V MEASUREMENTS 
 

I.M. AFANDIYEVA 
Institute for Physics Problems, Baku State Universit, 

Z. Khalilov str.,23,  AZ 1148, Baku, Azerbaijan 
 

In this study, we have investigated the behavior of forward and reverse bias current-voltage (I-V), capacitance-voltage (C-V) and 
conductance-voltage (G/ω-V) characteristics of Al-TiW-Pd2Si/n-Si Schottky diodes fabricated by the magnetron sputtering method. 
Experimental results show that ideality factor n and zero-bias Schottky barrier height ΦB0 are strong function of temperature. The 
forward (I-V) characteristics are analyzed on the basis of the standard thermionic emission model and the assumption of a Gaussian 
distribution of the barrier height.  The values of Schottky barrier heights 0BΦ  and zero-bias standard deviation σ0 have been 
calculated as 0.535 eV and 0.069V, respectively. The interface states density (Nss) profile in the band gap of semiconductor has been 
calculated. Besides, on the basis of (C-V) and (G/ω-V) characteristics of Al–TiW–Pd2Si/n-Si structures over a wide frequency range 
of 5 kHz–5 MHz series  resistance (Rs) distribution profile have been investigated. The C-V-f and G/ω-V-f characteristics of studied 
structures show fairly large frequency dispersion especially at low frequencies due to Nss in equilibrium with the semiconductor. 

Dielectric properties and electrical conductivity of Al-TiW–Pd2Si/n-Si structures in the frequency range of 5 kHz–10 MHz and 
voltage range of (-4 V) to (10 V) have been investigated in detail by using experimental C-V and G/ω-V measurements. Experimental 
results indicate that the values of ε’ show a steep decrease with increasing frequency for each voltage. It can be concluded that the 
interfacial polarization can be more easily occurred at low frequencies, and the majority of interface states at metal semiconductor 
interface, consequently contributes to deviation of dielectric properties of Al-TiW-Pd2Si/n-Si structures. The reason is explained in 
term of displacement of atoms at the fabrication of silicides and the presence of hexagonal emptiness in crystal lattice of Si (111).   
     
INTRODUCTION   

Metal-semiconductor (MS) contact is one of the most 
widely used rectifying contacts in the electronics industry 
[1-3]. Due to the technological importance of Schottky 
barrier diodes (SBDs) which are of the most simple of the 
MS contact devices, a full understanding of the nature of 
their electrical characteristics is of greater interest [1-5]. 
In this respect, the formation of silicide compounds at 
metal-Si interface is of current interest because of the 
potential device applications [6-10]. Knowledge of the 
basic parameters of contact structures on the basis 
silicide/Si and its dependence on temperature, frequency 
and geometrical sizes is important for understanding the 
formation mechanism of Schottky barriers. While 
Schottky barriers (SBs) have been investigated for a long 
time, the uniform structure has been assumed in the 
proximity of the metal/semiconductor interface [11]. 
However, nonideal characteristics are considered to be 
due to nonuniformity in the barrier height (BH) [12]. 

In this paper Al-TiW-Pd2Si/n-Si Schottky diodes have 
been investigated using I-V, C-V and G/ω-V 
measurements.  The reason for choosing this structure is 
threefold: 

First, we wish to investigate the contact of platinum 
silicides /Si fabricated with the diffusion barrier (TiW). 
To prevent the disadvantage of Al diffusion to n-Si, the 
TiW amorphous alloy between Pd2Si and Al was 
deposited as a diffusion barrier.  

Second, decreasing of geometrical sizes of diodes 
increases the probability of fluctuation. In this respect the 
study of diodes areas of which changes from 1x10-6cm2 to 
14x10-6cm2 is interesting.  

Third, in the literature there is information about 
different results of study of contact structures 
silicides/Si(100) and silicides/Si (111) [7-10]. However in 
this papers don’t take into account peculiarities the 
crystallographic structure of Si(111).  

On the other hand it is known that crystal lattice of 
Si(111) contains hexagonal emptiness, areas of which are 
about 14,6x10-2 nm2 [13]. On the base of this result has 
been concluded that, the presence of these emptiness 
increases the probability of formation of inhomogeneities, 
patches and particular distribution of interface states.   

All these factors facilitate our prototype study of the 
Al-TiW-Pd2Si/n-Si structure. 

 
EXPERIMENTAL DETAILS 

The Al-TiW-Pd2Si/n-Si structures were fabricated on 
3inc diameter   n-type (P-doped) single crystal silicon 
wafer with (111) surface orientation, 0.7Ω cmresistivity 
and 3.5μm thickness by use the method of planar 
technology [14-18]. It is known, Pd2Si has loose structure 
and Al using as metal electrodes has high diffusion ability 
and it can lead to degrade contact’s quality. In our 
previous study, we studied electrical characteristics of Al-
TiW-Pd2Si/n-Si and  Al-TiW-PtSi/n-Si Schottky diodes 
(SD) with the amorphous alloy TiW as diffusion barrier 
between Pd2Si or PtSi and Al [14-18]. To prevent the 
disadvantage of Al diffusion to n-Si, the TiW alloy played 
the role of the diffusion barrier between Pd2Si and Al was 
deposited on Pd2Si /n-Si wafer.  Thus, the produced chip 
contains 14 diodes with the areas of changing 1x10-6 cm2 
to 14x10-6 cm2. Only the results of diode with the area of 
8x10-6cm2 are presented in this paper. The I-V, C-V and 
G/ω-V measurements were performed by the use of a 
Keithley 220 programmable constant current source, a 
Keithley 614 electrometer and an HP 4192 LF impedance 
analyzer. The temperature dependence of I-V-T 
measurements was performed in a Janes VPF-475 
cryostat with a Lake Shore model 321 auto-tunning 
temperature controllers in a vacuum of 5x10-4 Torr. All 
measurements were carried out with the help of a 
microcomputer through an IEEE-488 ac/dc converter 
card. 
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RESULTS AND DISCUSSIONS 
Usually, the first characterization obtained on a 

Schottky diode which considered series resistance Rs is to 
draw the current-voltage (I-V) curve. This plot is 
generally assumed to follow the thermionic model [2]: 

 

  
( ) ( )
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⎬
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⎨
⎧
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⎤
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q being the electronic charge, k the Bolzman’s constant, T 
absolute temperature, V the voltage applied to the 
junction, n a ideality factor higher than unity, Rs series 
resistance and lo the saturation current and expressed as 

          ⎟
⎠
⎞

⎜
⎝
⎛ Φ
−=

kT
q

expTAAI 0B2*
0 ,                    (2)  

where A is the  contact area, A* is the effective 
Richardson constant (the theoretical value is 264 A/cm2K2 

for (111) orientation n-type Si [2],  is the zero bias 

BH. However, the current–voltage (
0BΦ

VI − ) 
characteristics of real Schottky diodes usually deviate 
from the ideal thermionic emission-diffusion (TED) 
model. Recently, these deviations have been explained by 
assuming the presence of the barrier height 
inhomogeneities [19,20].  

The characteristics of Al-TiW-Pd2Si/n-Si 
Schottky diodes at various temperatures are shown in 
Fig.1. At first we analyze the experimental I-V data by the 
well known thermionic emission equation at forward and 
reverse bias (V 3kT/q ) [1,21].  As shown in Table 1 the 
value of forward current ratio to reverse current changes  
from 4,67 to 50,5 at 0.25V and from 7,8 to 126 at 

1.5V, respectively with increasing the temperature 
from 300 to 400K. Straightening improves with 
increasing temperature, especially at high voltage. 

VI −

≥

±
±

 
Table 1.  

The values of forward current ratio to reverse current 
at 0.25V and 1.5V in the temperature range of  ±

300 - 400K. 
 

T,K I forw/Irev 
(V=0,25 V) 

I forw/Irev  
(V=1,5 V) 

300 4,67 7,80 
320 5,26 6,88 
340 11,1 18,1 
360 16,7 30,9 
380 3,32 86,6 
400 50,5 126 

 
The ideality factor n is introduced to describe the 

deviation of the experimental data from the ideal 
TED model using the definition  

VI −
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The zero-bias barrier height ΦB0 (= ΦB(I-V)) is 
determined from the extrapolated Io and is given by  

⎥
⎦

⎤
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0 ln
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q
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Fig. 1. The experimental  I-V characteristics of the  
           Al-TiW-Pd2Si/n-Si Schottky barrier diodes at various    
           temperatures. 

                            
The experimental values of n  and ΦB0 for the Al-

TiW-Pd2Si/n-Si Schottky barrier diode were determined 
from Eq.(3) and (4), respectively, are strong function of 
temperature [15,22] (Fig.2).   

 

 
 
Fig. 2. Schottky barrier height and ideality factor derived  
           from the fitting as a function of temperature for  
           Al-TiW-Pd2Si/n-Si.  

 
To evaluate the BH we used different methods and 

obtained results shown in the Table 2.  According to 
[4,23]  on the basis the linear correlation between the 
experimental zero-bias SBH and ideality factor the value 
of BH BnΦ  at n=1 has been obtained. Besides, we use the 

Richardson plot of saturation current  . Likewise, a 
Richardson constant (A*) value of 15,46Acm-2K-2 and 
potential barrier height 

0I

acΦ =0,369 eV for the Al-TiW-
Pd2Si/n-Si Schottky diode were determined from the 
intercept at the ordinate and slope of the experimental 
( )2/T0ln I  versus , respectively [16]. 

However, the Richardson constant (A*) value is much 
lower than the known value of 264 Acm-2K-2 for n-Si 
(111).  This result is attributed to inhomogeneous 
interfaces and barrier heights, because there is a linear 
relationship between the barrier height and ideality factor 
[4,15,23]. 

T/1000
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Table 2.  
The values of various diode parameters obtained from I-V characteristics of Al-TiW-Pd2 Si/n-Si Schottky barrier diode 

     

 
       

The BH obtained under a flat-band condition fbΦ  is 
considered to be a real fundamental quantity. Unlike the 
case of the zero-bias barrier height, the electrical field in a 
semiconductor is zero under the flat –band condition.  
This eliminates the effect of the image force lowering that 
would affect the I-V characteristics, and removes the 
influence of lateral inhomogeneity [ 24]. 

To explain the commonly observed abnormal 
deviation from classical thermionic emission theory, some 
authors [25,26] have considered a system of discrete 
region of low barrier imbedded in a higher background 
uniform barrier. This abnormal behaviour can be 
explained by assuming a Gaussian distribution of the 

barrier height with a mean BGΦ   and standard deviation 

0σ , which can be given as [25,26]: 

                
kT

q
BGB 2

2
0

0
σ

−Φ=Φ                            (5) 

Thus, the plot of BGΦ  versus q/2kT should be a 

straight line that gives BGΦ =0.535 eV  and 
V069,00 =σ from the intercept and slope, respectively 

(fig.3). The lower value of 0σ  corresponds to more 
homogeneous BH. It was seen that the value of 

V069,00 =σ is not small compared to the mean value of 

eVBG 535,0=Φ , indicating the presence of interface 
inhomogeneities. Nevertheless, this inhomogeneity and 
potential fluctuation dramatically affect low temperature 
I-V characteristics. 

To explain the abnormal behavior of the plot 
versus 1/T and Richardson constant which 

deviates from the known value, equation for Richardson 
plot can be rewritten by taking into account Gaussian 
distribution of the BH and standard deviation: 
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         (6) 

The modified Richardson plot (6) gives mBGΦ  and 

 as 0,510 and 121,96Acm-2K-2, respectively (Fig4). *
mA
 It is known that interfacial parameters such as density 

of interface states and the thickness of interface layer can 
influence both the electrical and dielectric behavior of 
metal-semiconductor structures [27,28]. 

 
 
Fig. 3. Zero-bias apparent barrier height versus 1/T curves 
           of the Al-TiW-Pd2Si/n-Si Schottky diode according 
           to the Gaussian distribution of the barrier height.  
 
 

 
 

Fig.4. Modified Richardson 
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          plot for the Al-TiW-Pd2Si/n-Si Schottky diode  
          according to the Gaussian distribution of the barrier  
          height. 
 

In this respect, the profile of distribution of surface 
state density has been calculated as a function of (Ec-Ess) 
identical Card and Roderick [21]: 
 

              ( ) ⎥
⎥

⎤
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−−=
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i
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q
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ε
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              (7) 

 
Where Ec is bottom of the conduction band, Ess is the 
energy of the interface states, δ is the thickness of 
interfacial insulator layer, WD is the width of the space 
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charge region, iε and sε  are the permittivity of the 
dielectric layer and the semiconductor,  respectively. In 
our previously studyδ and WD were obtained 
(δ =0,381nm, WD=0,385 mμ ). As shown in Fig 5, the 

exponential growth of the  from midgap towards the 
bottom of conduction band is very apparent. The density 
distribution curve of the interface states is in the range 
(Ec-0,54) to (Ec-0,64)eV.  

ssN

 

 
 
Fig. 5. The energy distribution profile of the Nss with                

obtained from the forward bias I-V characteristics of  the 
Al-TiW-Pd2Si/n-Si structure at room temperature.   

 
     The forward and reverse bias capacitance–voltage (C–
V) and conductance–voltage ( V−G ω/ ) characteristics 
of Al–TiW–Pd2Si/n-Si structures have been investigated 
over a wide frequency range of 5 kHz–10 MHz. with a 
small ac signal of 20 mVrms peak to peak amplitude at 
room temperature. Fig 6 (a and b) shows that the rapid 
decreasing of both  and C ω/G �with frequency, 
respectively at the positive biases. These changes occur 
especially at the low frequencies and depletion regions 
while the high-frequency capacitance and conductance 
remain almost constant.  

As a result, we can say that in the low frequencies 
surface states can follow the ac signal and yield an excess 
capacitance and conductance, which depends on the 
frequency. But at the efficiently high frequencies             
(f > 100 kHz), the interface states cannot follow the ac 
signal. In addition the values of conductance give peaks at 
low frequencies and this anomalous peak has a tendency 
to disappear at high frequencies. Such behavior indicates 
that there are various kinds of interface states with 
different life times and they can follow an ac signal at low 
frequency, but cannot follow at high frequencies. 

In this study, the frequency and voltage dependent 
series resistance  of Al–TiW–Pd2Si/n-Si structures 
according to a method presented by Nicollian and Brews 
[27] has been calculated from the  and 

sR

VC − VG −ω/  
measuremernts at each frequency: 

 

                                     (8)     
12 ))( −CGRs ω2 + (= G

Where ω   is the angular frequency.    

 
      

 
 
Fig 6. (a) The measured capacitance  and (b) 

conductance 
),( fVC

),(/ fVG ω for Al-TiW-Pd2Si/n-Si 
structure at room temperature.  

  

 
 

Fig.7.  The Rs-V plots at various frequencies for                      
Al–TiW– Pd2Si/n-Si structure at room temperature.   

 
     As seen in Fig. 7, the series resistance gives a peak 
between about 0–1V depending on frequency and 
disappears at sufficiently high frequencies. From Fig. 
8a,b,c it is clearly seen that the series resistance, 
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capacitance and conductance  are dependent both 
frequency and voltage and changes from region to region. 
The results indicate the presence of the low frequency 
dispersion of the resistance, capacitance and conductance 
for the investigated structure. Such frequency dependence 
is observed in the literature [28, 29, 30].  
     It can be concluded that the values of Rs are significant 
only in the downward curvature of the forward bias I–V 
characteristics at high bias voltage, but the values of Nss 
are significant in both the low and high bias voltages. In 
conclusion, the ignoring the interface state density (Nss) 
and series resistance (Rs ) of device can lead to significant 
errors in the capacitance–voltage ( ) and 
conductance–voltage (

VC −
VG −ω/ ) characteristics. 

     Besides, by using experimental and VC − VG −ω/  
measurements dielectric properties and electrical 
conductivity of Al-TiW–Pd2Si/n-Si structures in  

 

 

 
 

Fig.8. The frequency dependence of (a) the C(Vg)-f , 
(b) fVG g −)(/ω  and (c) of the             

Al-TiW-Pd2Si/n-Si structure at room temperature. 
fVR gs −)(  

the frequency range of 5 kHz–10 MHz and voltage range 
of (-4 V) to (10 V) at room temperature have been 
investigated in detail. 
It is known that the complex permittivity can be written 
as: 
 
                                                                ( 9) '''* εεε −=
 
where  and  are the real and imaginary of complex 
permittivity, and  is the imaginary root of -1. The 
complex permittivity formalism has been employed to 
describe the electrical and dielectric properties. In this 
respect the connection between complex permittivity and 
C and G described as: 

'ε ''ε
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Where fπω 2=  is the angular frequency of the applied 

electric field, and  are capacitance of an empty 

capacitor and the maximal capacitance of the structure 
corresponds to the insulator capacitance, respectively 
[32].      

0C

iC0

iC0

The real and imaginary parts of the complex 
permitivity described by the relations [33] 
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here  is the interfacial insulator thickness, w id 0ε  is the 

permittivity of free space charge, A  is the rectifier 
contact area of the structure. 

 The loss tangent ( δtan ) can be expressed as follows 
[33

                                  

]: 

  '

''

tan
ε
εδ =                              (12) 

 
ig. 9 shows the dependence of the real part of dielectric 

e

the voltage dependence of 
die

F
constant ( 'ε  ) of the Al-TiW–Pd2Si/n-Si structure on the 
voltage at various frequencies. It is noticed that the values 
of 'ε  increase with decreasing frequency and tend to be 
freq ncy independent at low voltages. The decrease in 

'ε  with increasing frequency may be attributed to the 
arization decreasing with increasing frequency and 

then reaches a constant value due to the fact that beyond a 
certain frequency of external field the electron hopping 
cannot follow the alternative field. The dispersion in 'ε  
with frequency can be attributed to Maxwell–Wagn r 
type interfacial polarization, i.e. the fact that 
inhomogeneities give rise to a frequency dependence of 
the conductivity because charge carries accumulate at the 
boundaries of less conducting regions, thereby creating 
interfacial polarization [33]. 

Figs. 10 and 11 show 

ue

pol

lectric loss ( ''ε ) and the loss tangent δtan  of the Al-
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TiW–Pd2Si/n-Si structure at various frequencies.  As can 
be seen in  these figures, the values of  and ''ε δtan are 
strongly dependent on both frequiency and applied bias 
voltage. The -V and ''ε δtan -V characteristics have a 
peak especially at low frequency. The peak values of -
V and 

''ε
δtan -V have decreased with increasing 

frequency and the peak positions strongly shift towards 
negative bias region. 
 

 
 

Fig.9.  The variations of the dielectric constant vs. applied 
voltage for various frequencies of Al-TiW–Pd2Si/n-Si 
structure at room temperature. 

 
The peak behavior of the  and ''ε δtan  depend on a 

number of parameters such as doping concentration, 
interface state density, series resistance of diode and the 
thickness of the interfacial insulator layer [34].  
 

 
 
Fig.10. The variations of dielectric loss vs. applied voltage for 

various frequencies of Al-TiW–Pd2Si/n-Si structure at 
room temperature.  

 
      It is well known that the capacitance and conductance 
are extremely sensitive to the interface properties and 
series resistance [27]. This occurs because of the interface 
states that respond differently to low and high 
frequencies. Similar results have been reported in the 
literature [35,36] and they ascribed such a peak to only 
interface states. The frequency dependence of the ,  
and 

'ε ''ε
δtan (Fig.9-Fig.11) of Al-TiW-Pd2Si/n-Si structure  

obtained from  the  measured capacitance and 
conductance were found a strong function of applied 
voltage especially at low frequencies.  
      As shown in Fig.12a, the values of show a steep 
decrease with increasing frequency for each voltage. 
Besides, the values of  show a broad peak, and its 
intensity increases with decreasing voltage and shifts the 
lower frequency side. It is clearly seen in Fig 12, that the 
values of ,  and 

'ε

'ε

'ε ''ε δtan  of Al-TiW-Pd2Si/nSi are 
almost independent of voltage at high frequencies. In 
principle, at low frequencies, all the four types of 
polarization processes, i.e. the electronic, ionic, dipolar, 
and interfacial of surface polarization contribute to the 
values of and . In addition, at high frequencies the 
values of  become closer to the values of  due to the 
interface states (Nss) cannot follow the ac signal at 
enough high frequency (f≥ 500kHz) [28,34]. 

'ε
'ε

''ε
''ε

 
 

 
 
Fig.11. The variations of tangent loss vs. applied voltage for 

various frequencies of Al-TiW–Pd2Si/n-Si structure at 
room temperature.  

 
The electrical conductivity (σ ac) of the dielectric 

material can be given by the following equation [31,32]:  
 

                               ." 0ωεεσ =ac                             (13 ) 
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     The behaviour of ac electrical conductivity (σ ac ) of 
the Al-TiW-Pd2Si/n-Si structure at different voltage is 
presented in Fig. 13. It is noticed that the electrical 
conductivity generally increases with increasing 
frequency at low frequencies 

 

     Up to 30 kHz, and after that frequency it is 
independent of frequency for each voltage. This electrical 
contribute to the dielectrically loss, which becomes 
infinity at zero frequency and not important at high 
frequencies [28]. The increase the electrical conductivity 
lead to an increase of the eddy current which in turn 
increases the energy loss  δtan . This behaviour can be 
attributed to a gradual decrease in series resistance with 
increasing frequency [28]. 
 

 

 

 

 
Fig.13. Frequency dependence of ac electrical conductivity 

( ) for various applied voltage of Al-TiW-Pd2Si/n-Si 
structure at room temperature. vs frequency for Al-TiW-
Pd2Si/n-Si structure at room temperature.  

acδ

 

 

 

     Analysis of the complex permittivity ( ) data in the 
complex impedance (

"ε
*Z ) formalism ( ) 

is commonly used to separate the bulk and the surface 
phenomena and to determine the bulk dc conductivity of 
the material [17,37,38]. On the other hand, many authors 
prefer to describe the dielectric properties of devices on 
the basis metal-semiconductor contact by using the 
electric modulus (

*
0/ εωCiZ * 1=

*M ) formalize. The complex 
impedance or the complex permittivity ( ) 
data are transformed into the 

*/1 M=*ε
*M  formalism using the 

following relation: 
 
                                                          (14) *

0
* ZCiM ω=

 

or  

 2222*
*

"'
"

''
'"'1

εε
ε

εε
ε

ε +
+

+
=+== jjMMM  (15)  

Fig.12. Frequence dependence of the (a) ε ’, (b) ε ” and  (c) 
tanδ  for various applied voltage of Al-TiW-Pd2Si/n-Si 
structure aqt room temperature. 

 
The real component M’ and the imaginary component M” 
are calculated from  and  . 'ε "ε 
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Fig.14. (a) the real part M’ and (b) the imaginary part M”  of electric modulus M” . 
 
As is shown in Fig.14(a) for each bias voltage, M’ 

reaches a constant value at higher frequency. In other 
words, M’ reaches a maximum constant value 
corresponding to ∞∞ = ε/1M  due to the relaxation 
process. At low frequencies, the values of M’ approach 
zero, confirming the removal of electric polarization. The 
variation of M” with frequency at various bias voltages in 
Fig.14b reveals that as frequencies increases M” increases 
and takes a peak value at each bias voltage between 
200kHz and 1MHz. The position of peak shifts to higher 
frequency with increase gate voltage.  

All above noted peculiarities may be due to the spatial 
inhomogeneous barrier heights, potential fluctuation at 
the interface and contribution of surface states. On the 
base of this result has been concluded that the 
displacement of atoms from the equilibrium positions, the 
deformation of a lattice of contact materials, changes of 
band structure of materials and the presence of emptiness 
in crystal lattice of Si(111) areas of which are about 
14,6x10-2 nm2 increased the probability of formation of 
inhomogeneities, patches and particular distribution of 
interface states.   
 
CONCLUSIONS 

In a novel Al-TiW-Pd2Si/n-Si structure a thin 
amorphous film was deposited on Pd2Si/n-Si to form the 
diffusion barrier to prevent the disadvantage of Al 
diffusion to n-Si. In this paper Al-TiW-Pd2Si/n-Si 
Schottky diode with the area 8x10-6cm2 has been 
investigated using I-V, C-V and G-V measurements.  It 
was shown that the I-V characteristics of the Al-TiW-
Pd2Si/n-Si SBD in the temperature range of 300-400 K 
were found to be a strong function of temperature. The 
satisfactory explanation of the I-V characteristics of the 
Al-TiW-Pd2Si/n-Si structure in the temperature range of 
300-400 K can be made on the basis of TE with Gaussian 
distribution of the barrier height of 0BΦ = 0.535 eV and 

zero-bias standard deviation oσ  =0.069V, the density of 
Nss distribution profiles as a function of energy (Ec-Ess) 
obtained from the I-V data by taking into account the bias 
dependence of the n and Φb. 
     As is known, the distribution of the barrier height is 
caused by inhomogeneities that are present at the 
interface. In this respect, the forward and reverse bias 
( fVC −− ) and ( f−VG −ω/

'ε

'ε "ε

) characteristics of the 
Al-TiW-Pd2Si/n-Si diodes have been obtained at room 
temperature. The results show that surface states can 
easily follow the ac signal at low frequencies and yield an 
excess capacitance, which depends on the relaxation time 
of the surface states and the frequency of ac signal. 
Besides, it can be concluded that the values of Rs are 
significant only in the downward curvature of the forward 
bias I-V  and C-V characteristics at high bias voltage, but 
the values of Nss are significant in both the low and high 
bias voltages. An analysis of experimental results have 
shown that the values of  show a steep decrease with 
increasing frequency for each voltage while the values of 

 show a peak, and its intensity increasing with 
decreasing voltage and shift towards the lower frequency 
side. The values of , , tan

"ε

δ , M’ and M” in  
Al-TiW-Pd2Si/n-Si structure are strongly depend on both 
the frequency and applied bias voltage. 
In conclusion, the ignoring the interface state density Nss 
and series resistance (Rs) of device can lead to significant 
errors in the characteristics of diodes. The inhomogeneity 
of BH and deviate of characteristics from standard model 
could be explain by  deformations of a lattice of contacted 
materials, which results in changes of band structure of 
material and the presence of hexagonal emptiness in 
crystal lattice of Si(111). 

 
______________________________________ 
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DEEP AND SHALLOW ACCEPTOR LEVELS IN SOLID SOLUTIONS Pb0,98Sm0,02S 
 

H.A. HASANOV, R.Sh. RAHIMOV  
Academy of the Ministry of National Security named after Heydar Aliyev 

Baku State University, Z. Khalilov str., 23 
 
The acceptor states forming in forbidden band the “deep” eV085,0~αε  and “shallow” eV025,0~αε  energy levels are 

revealed on the base of Hall effect investigations in Pb0,98Sm0,02S solid solutions.  
 

INTRODUCTION 
It is well known that the metal vacancies the energy 

levels of which take place between permitted energies of 
valency band, are the main acceptor centers in the led 
salts and solid solutions on their base [1,2]. The aim of 
the given paper is founding of character of acceptor levels 
in single crystals Pb0,98Sm0,02S with low concentrations of 
charge carrier (up to level 1016cm-3). 

 
EXPERIMENT AND DISCUSSION OF OBTAINED 
RESULTS 

In the given paper the deep and shallow acceptor 
levels are found at investigation of Hall effect in 
Pb0,98Sm0,02S solid solution with character low 
concentrations of charge carriers in crystals [3]. 

The investigations are carried out on several decades 
of samples in concentration interval 2·1016÷1·1018cm-3. 
Statistic character of investigations allows us to group all 
investigated crystals on signatures of Hall coefficient 
temperature dependences into 3 groups each of which is 
presented by character curve on the fig.1.Let’s pay 
attention on two peculiarities of these dependences. The 
first one is that Hall coefficient for all crystals increases 
with temperature decrease, moreover the important fact is 
that relation R77/R300 for samples with least concentrations 
is in interval from 10 up to 100 (R77 is Hall coefficient at 
77K and R300 is Hall coefficient at 300K). The second one 
is that dependences Rx(T) for all crystals are non-
monotonous, though both character and the non-
monotonocity for called groups of the samples have 
individual peculiarity. The monotonocity breaking takes 
place in temperature interval ~150÷190K. 

The character of temperature dependences Rx(T) 
shows that the investigated materials have acceptor 
centers with nonzero activation energy unlike binary 
compounds and many solid solutions on AIVBVI base 
.Besides, the big variation interval of Rx value in both in 
the region of low temperatures and high ones allows us to 
conclude that we deal with more than one acceptor level 
of considered type. This fact is confirmed by the 
quantitative analysis the results of which are shown on the 
fig.2; the dependence character of Rx(T) from one sample 
of one of crystal groups are shown by curve on the fig.1. 
The calculation of temperature dependences of hole 
concentration (and Hall coefficient, correspondingly) is 
carried out on the base of well-known equations of 
electroneutrality and expression for hole concentration in 
Kane’s dispersion law approximation: 
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where Na and  are concentration and activation energy 

of acceptor centers correspondingly, Δ  has difference 
mean between hole concentrations and possible donor 
centers which are hypothetically not frozen out at the 
most low temperatures. Effective mass of state density md 
is taken the same one as earlier at mobility calculations: 

∗
aε

( ) ( ) 0
6,07714.0 mmd =Τ /Τ⋅ . 

As it is seen from fig.2, if we take under 
consideration only one acceptor level with nonzero 
activation energy, then only small section of curve Rx(T) 
is described more correctly. Moreover, we suppose the 
existence of “shallow” level for explanation of low-
temperature curve section and the existence of “deep” 
level for explanation of high-temperature curve section. 
The average activation energy value αε =0,025 eV of big 
amount samples of this crystal group at which one can 
successfully describe the low-temperature of Rx (T) curve 
sections and for high-temperature curve sections we have 

αε =0,085eV. The high-temperature Rx (T) curve 
sections in two other sample groups represented by curves 
2,3 on the fig.1 are well described at αε =0,085eV. 

 

 
 

Fig.1. Character temperature dependences of Hall  
           coefficient for different groups of Pb0,98Sm0,02S   
           crystals.The temperature dependence of first  
           derivative ΤddRx /  for first crystal group presented  
           by curve 1 of the main figure is given in the insertion. 
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The nature of revealed acceptor centers hasn’t been 
known yet. One can only propose the fact that they are 
connected with intrinsic crystal defects because the 
investigated crystals have been grown up from high-clean 
initial materials. Probably they present themselves the 
difficult complexes the appearance of which we connect 
with tendency of investigated material to self-
compensation [3].  

 

 
 

Fig.2. Temperature dependence of Hall coefficient. The  
           points are experimental results. The full lines are  
           calculative curves, calculated by (1) and (2) formulas  
           at following activation energy values 

αε (eV):  
           1-0.02, 2-0,03, 3-0,04, 4-0,08, 5-0,089, 6-0.1. 7 is  
           curve corresponding to simultaneous action of two  
           acceptor levels with 0.025eV and 0.085eV activation  
           energies. 

 

At least, the crystals close to composition to solid 
solutions of Pb0,98Sm0,02S one don’t reveal the 
compensated material characters at the investigation and 
we don’t observe the similar acceptor levels. By other 
hand, the activation energy of “deep” level revealed by us 
is well correlated with activation energy of acceptor 
centers in strongly doped by compensating impurities of 
PbS crystals which are rich of sulfur [4]. Comparing our 
data with work data [4], one can suppose that 
compensation processes in complex systems on the lead 
base lead to formation of acceptor centers creating “deep” 
levels in forbidden band independently on the fact that the 
intrinsic components interact between each other or with 
impurities. 

 
CONCLUSION  

We have investigated the nature of revealed acceptor 
levels and question on simultaneous action of two 
acceptor levels or transformation of one acceptor 
complexes (or their part) into other ones during 
temperature change require the more detail consideration. 
Our investigation allow us to describe theoretically all 
temperature dependence Rx(T) for first group crystals 
(curve 7 of fig.2), but we can’t explain the dependence 
Rx(T) for crystal group presented by curve 3 on the fig.1 
without additional suppositions. If we suppose that the 
transformation (full or partial) of some complexes into 
another ones take place during temperature change, then 
at least such behavior of Rx(T) becomes quite explainable 
from qualitative analysis point of view. For the final 
solving of the given question the additional investigations 
are necessary, in particular the theoretical calculations of 
energy states of intrinsic defect complexes in AIVBVI. In 
future such investigation will be supposed. 
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BAND STRUCTURE CALCULATION OF GeS COMPOUND BY LCAO METHOD AND 
DEEP LEVELS OF GeS  AND  SGe ANTISTRUCTURAL DEFECTS INVESTIGATION 

 
Z.А. DJAHANGIRLI 

Institute of Physics of Azerbaijan NAS, G.Javid ave., 33, Az-1143, Baku, Аzerbaijan 
  

The energy structure GeS containing the defects of GeS and SGe is investigated by method of Green function by self-consistency 
method. The change of state density caused by defect, the origin and orbital composition of electron states in forbidden band, their 
charge state are discussed. 
 

Last years the essential progess in the investigation of 
deep defect levels in semiconductors [1-5] has been made. 
These investigations present the big interest in 
understanding of their electrophysical properties which 
play the important role in applied physics and instrument 
making. The cluster methods, method of extended 
elementary cell and method of Green function are the one 
of the more popular study methods of electric states of 
different defects. It is known that in cluster method the 
cluster dimensions and the choice of boundary conditions 
influence on results of calculation of energy states of deep 
defect levels. The peculiarity of method of Green function 
in comparison with cluster methods is in defect 
tractability as disturbance of infinite periodic lattice of 
crystal [6-8].  

The investigation results of electric states of 
antistructure defects of GeS and SGe in GeS by method of 
Green function in approximation of strong bond by the 
use of Sleter orbitals. For definition of Green function of 
ideal crystal one firstly consider the infinite volume 
crystal, eigen functions and eigen values of which are 
defined using three-dimensional translation symmetry by 
the method of linear combinations of atom orbitals 
(LCAO).            

 
THE CALCULATION OF BAND STRUCTURE BY 
LCAO METHOD 

 
The main idea of the strong bond method is that the 

eigen states of free atoms are used in the capacity of basis 
functions in expansion of wave functions. In particular, 
Bloch sum in LCAO method is expressed in the form [9]: 
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 are translation lattice vectors, jτr  are basis 
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waves with vectors of reciprocal lattice G
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The expansion coefficients are defined as 
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Then for overlap integrals one can obtain the 
following expressions: 
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r
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Taking under consideration the equations (2), (3) and 
(4) the substitution of equation (1) into Schrödinger 
equation for ideal crystal leads to usual eigenvalues 
equation in matrix form with matrix elements of 
Hamiltonian
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where )GG(V ′−
rr

is Fourier transform of crystalline 
potential. 

The desired eigenvalues are obtained by standard 
methods by the way of solution of secular equation. 
Hamiltonian matrix elements Hmn and overlap integrals 
Smn are found with usage of Sleter orbitals centered in six 
neighbor atoms    
  
                       ),()( φθϕ α

lm
rn Yerr −=

r
.                     (6) 

 
For orbitals of s- and p- type we have: 
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and five Bloch functions of d-type are as follows: 
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Further Fourier transforms are calculated of Sleter orbitals  
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here  ,  are spherical angles of 

    

 

w Θ Φ k
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vector. 
tri  o btain in The ma x elements of Hmn , Smn ne can o

analytical form if one can use the explicit form of Fourier 
transforms of Sleter orbitals and this leads to essential 
simplifying of calculative process. 

As the definition of localized state position in 
forbidden band is the main task of the given work, it is 
necessary to reproduce the right value of energy gap 
width obtained by more detail methods. To this effect the 
calculation of band structure by the method of 
pseudopotential on the base of plane waves has been 
carried out.  

The nonlocal pseupotentials from first principles are 
constructed by circuit supposed by Bachelet G.B. and 
others [10]. The exchange-correlated potentials are 
calculated by Seperli and Alder circuits parameterized by 
Perdu and Cunger. The calculations by both methods give 
the identical results as for valence bands so for 
conduction band.  By the way of increase of basis 
functions the convergence of results has been checked. 
The calculations show that increase of basis number 
centered on more distant neighbors doesn’t lead to 
essential shifts of energy levels. 

The bond structure of GeS compound calculated by 
LCAO method with basis use of базисов  s-, p- and d- 
type  λGe , λS = 1.5 for s- , 1.8 for p- and d- type and detail 
method of pseudopotential on the basis of plane waves. 
The analysis of origin of bond states on the basis of linear 
combination method of atom orbitals shows that four 
isolated situated low valence bands are connected with s-
states of S atoms. The following group of valence states 
near 6-8 eV mainly consists in s-states of cation with 
some deposition of p-states of anion. Finally, the uppest 
group consisting in twelve bands occurs from Ge states 
with some small deposition of p-states of S atom. The 
origin analysis of valence bands are well agreed with 
experiment results by photoelectron emission [11].  

It is known that Hamiltonian matrix elements in 
method of empirical strong bond are selected so that 
reproduce the some experimental data (for example, 
extended gap width) and further, the bond structure of 
volume crystal is calculated and moreover, the valence 
band is satisfactory described.  In the comparison with 
empirical strong bond in our calculations the matrix 

elements are calculated in analytical form. That’s why the 
conduction band is well agreed with previous detail 
pseudopotential calculations [12] on the basis of plane 
waves. In calculations by the strong bond method the 
number of basis functions is essentially less than number 
of basis functions used in pseudopotential method that 
leads to essential gain of computer time without accuracy 
loss.  

 

 
 

 
Fig. 1.The band structure GeS calculated by pseudopotential 

 
GREEN FUNCTION METHOD 

method (upper fig.) and strong bond (lower fig.) one. 

Let’s 0H is one-electron Hamiltonian of ideal 
crys

                                 (15) 

 
he formal solution of equation (15) leads to Lippman-

Shvinger quation: 

tal, U is isturbance potential, introduced by fact. 
Then one can find the electron spectrum of disturbed 
Hamiltonian  UHH 0 +=  solving the following 
equation:     
 

d

     >Ψ>=Ψ+ ||)( 0 EUH
 

T
 e
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,                 (16) 

 is general solution of

ution of heteroge uation. Gree
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private sol neous eq n 
function G m is defin wing 
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Then the state density of ideal system is: 
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alues of E don’t coincide wi
 H0, the solutions spatially l

efect can exist. In this case the formula (15) can be led to 

hen the existence condition of bound states corresponds 

Let’s present the operators G0(Е) and U  in matrix 

 

 
When eigenv th any energy 
from spectrum ocalized near 
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the following form: 
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and let’s express ments G0(Е) and U  in the 
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re  are eigenvalues of H0, i.e. of id
hen (19) becomes the linear algebraic equation: 
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 has the non-zero solutions only in that 
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e defect potential has the local char
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As th acter then the 
form igenvalues of 
E
Hamiltonian 0H , the resonances appear. The integral 
information about resonances is defined from total change 
of ens ty of stat s:  
 

                         

d i e

dE
EdEN )(1)( δ

π
where 

=Δ   ,                     (23) 

 

                )](Re/)( EDE )([Im EDarctg−=δ  . 
 
Let’s chose Sleter orbitlas ϕα localized in atom centers in 

ty of basis. As the disturbance potentia  is 
rongly localized then the matrix element 

the capaci l U
st αα ′′′

calculated with the use of Sleter orbiltals is differed from 
zero only for closest neighbours where the potential 
overlaps with both orbitals.  
 

U  

 
 

 
Fig. 2. a is imaginary (1) and real (2) parts of Green function,       

b is  change of state density )E(NΔ .  
 

GeS an ects consist in elements: 
E} is single element; } is reflection plane 

Theoretical-group analysis shows that point group C1h 
d SGe of antistructural def

{ {
vσ

perpendicular to x-axis and passing through defects (the 
axes are chosen as in [13]). The both presentations are 
one-dimensional and all defect states are nondegenerate 
ones. According the point symmetry the defect states 
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d s

ized on 
clos

 p-type states Ge and S.  

whi

stortion influence of ideal lattice near 
loca

on of electron spectrum GeS with 
S and SGe  self-agreed with Green 

func

ses and discussions. 

____________
 

]. O.V. Farberovich, A. Yaresko, K. Kikoin and V. 

n, C.E.

wa, A. Okamoto, G. Betz,  Nuclear 

, B.F. Su, Y.Q. Dai, S.J.

defekti v 

d J. Pollmann. Phys. Rev. B15,

[8]. J. Bernholc, Nunzio O. Lipari, and S.T. Pantelides. 

977) 3572. 
er. Phys. 

 M. Cardona et. al., Nuovo 

seinova, A.M. Aliyev. 

. FTT, 4, (1962) 

Paduchikh, V.B. Stopachinskiy, 

ch corresponds to energy level ~0,25eV below the 
conduction band with deep impurity level. As it is seen 
our calculations are in satisfactory agreement with 
experimental data.  

Note that in our calculations we don’t take under 
consideration the di

either symmetrical ones or antisymmetrical ones 
relatively the reflection plane.   
The change of state density caused by antistructural defect 
GeS, the imaginary and real part of Green function are 
presented on the fig.2.  

The antistructural defects GeS  and  SGe form the deep 
levels in forbidden band at VE +0.37 eV and at Ec-0,16 eV 
corresp

l defect. It is obvious that detail quantitative 
description of experiment data requires the strong 
consideration of influence connected with distortion of 
ideal lattice. 

   

CONCLUSION 
 

ondingly. The local state in fundamental forbidden 
band for GeS is occupied by two electrons and is the 
donor and for SGe the boun tate isn’t occupied and acts 
as acceptor. The wave functions of both deep levels are 
exponentially decreased at removal from defects.  

The analysis of wave functions of localized states in 
fundamental forbidden band for both defects shows that 
these defects mainly consist in p-type orbitals local

The calculati
ntistructural defect Gea

tion method has been carried out. It is found that the 
one localized level for both defects consisting in p-type 
orbitals localized on closest neighbours is in the 
fundamental forbidden band.  

The author is thankful to academician F.M. Gashimzade 
and G.S. Orudjev for useful advi

est neighbors.    
This corresponds with the fact that the upper edge of 

valence band and low part of conduction band GeS 
mainly consists from

The authors connect the emission peak at 1,5eV 
revealed in photoluminescence spectrum of GeS [14] 
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THERMODYNAMIC AND ELECTRONIC PROPERTIES OF HOT ELECTRONS 
 IN A QUANTUM WELL   

 
M.A. MEHRABOVA 

Institute of Radiation Problems, Azerbaijan National Academy of Sciences  
AZ-1143, Azerbaijan, Baku,  F. Aghayev str., 9 

 
The thermodynamic and electronic parameters: concentration, chemical potential, heat-capacity and thermal electromotive force 

(thermal e.m.f.) of hot two-dimensional electron gas in a heterocontact were calculated using a specific distribution function. The 
obtained expressions describe the dependence of heat-capacity and thermal electromotive force on a film thickness and an electron 
temperature in a good manner. It was determined that the acquired results calculated for the model under consideration, strongly 
differed from the results calculated on the base of a Maxwell distribution function.  

 
1. INTRODUCTION  

Semiconductor heterostructures have been attracting 
the attention of the researchers, carrying out studies in the 
field of Solid-state Physics and Electronics for a long 
time. An additional degree of freedom connected with the 
presence of two different semiconductors gives an 
opportunity to study new physical phenomena and 
instrumental structures not realized in homogeneous 
materials.  

To obtain and study the properties of hetero-junctions 
on the base of semiconductors have been of great 
practical interest for the last years. They are widely 
applied in microelectronics, drafting integral circuits and 
optoelectronics for making scintillation detectors. 
Detectors basing on hetero-junctions have high 
photosensitivity in a short-wave spectral region at the 
expense of dissociation and therefore are considered more 
perspective ones for the operation of detectors in a short-
wave spectral region of hetero-junctions.  

The study of the properties of hetero-junctions results 
in both the improvement of the parameters of 
semiconductor devices of a traditional use and revealing 
new functional dependences initiating the development of 
new devices and systems [1].  In our work the 
thermodynamic and electronic properties of hot electrons 
were theoretically studied at a lower level of a quantum 
well formed at the hetero-junction, in the region in the 
vicinity of and higher than the emission threshold of an 
optical phonon with the assumption that the electron 
temperature had been set lower than the threshold. At 
various values of a quantum well width the dependence of 
entropy, heat-capacity, thermal e.m.f. on an electron 
temperature was found. Besides the external electric field 
an electron-phonon scattering is also taken into account.  

 
2. DISTRIBUTION FUNCTION  

A layer of a narrow-band-gap semiconductor with d 
thickness, clamped between two semi-infinite wide-band-
gap semiconductors is under consideration. A quantum 
well appears on a d layer for electrons. It’s supposed that 
the  distance   between  two  lowest  levels in the  well 

Е1–Е0= 2

22

2
3

md
hπ >>ћΩ0, where ћΩ0 – energy of an optical 

phonon. When к0Те<< ћΩ0, all levels besides the lowest 
one can’t be taken into account. The energy spectrum of 
two-dimensional electron gas (TDEG) is supposed  to be 
a parabolic one:             

                    2

2222

22 dmm
kEk

πhh
+=                        (1) 

 

where к – Boltzmann constant , N – the number of 
electrons per 1 cm2 layer,  0τ - emission time of an 

optical ph on, eeon τ - electron-electron scattering time.  
In the work [2] the distribution function of hot 

electrons was found at a lower level of the quantum well 
in the region in the vicinity of and higher than the 
emission threshold of optical phonon under the 
assumption that the electron temperature had been set 
lower than the threshold, which had the following view:  

 

                λ2 A ;             t <<λ,  t=0 

     f (E) =  2 A 2/1−π λ 2/1−t e-t ;      t >0,  t>>λ       (2)        
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ee TkTmk
N Ω

−
hhπ

              (3)  

Maxwell distribution in the vicinity of the threshold,  
λ - determines the critical density Nс

+, higher which the 
distribution in Е >ћΩ0 region differs from the Maxwell 
one and is defined by the formula  

                                                   

               +
−− =

Ω
=

c

e

ee N
NTk 2/1

0

002/1 )(
hτ

τ
πλ  

 

where 0τ – emission time of an optical phonon, eeτ - ee-
scattering time, specifying the rate of an electron-electron 
energy exchange.  

 

 

3.  ENTROPY AND HEAT-CAPACITY OF HOT  
     ELECTRONS IN A QUANTUM WELL  

          

Under this heading we calculated the thermodynamic 
parameters of hot TDEG in a quantum well. The density 
of the states corresponding to the spectrum equals to (1): 

 

         g(E)= )()( 12 EEmEE
n

k −=−∑ θ
π

δ
h

, 

which itself presents a step function. The concentration of 
conductivity electrons is determined as:  
N= ∫ dEEfEg )()( . It can easily be shown that  
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where с = 
eTk

E

0

01 Ω− h
, μ -chemical potential, (5) corresponds to a Maxwell distribution. According to (4) and (5) 

expressions the chemical potential is determined: 
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        The main thermodynamic functions were calculated. The entropy calculated on the base of the thermodynamic 

potential has the following view: 
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 For heat-capacity the following expression is obtained: 
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Basing on the obtained expressions the dependences 

of heat-capacity on a film thickness and an electron 
temperature were built. In Fig.1 the heat-capacity curves 
of TDEG on the threshold of a quantum well on an 
electron temperature were given. The curve (а) 

corresponds to the heat-capacity of TDEG on the 
threshold, calculated on the base of a distribution function 
(2), and the straight one (b) to the heat-capacity, 
calculated on the base of a Maxwell distribution when the 
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film thickness is d=100 А°.  As it’s shown in the Fig. the 
difference is essential.             

 

 
 
Fig. 1. Dependence of heat-capacity on an electron   
           temperature Те when the film thickness is d=100А°,   
           а) on the threshold,  d) on the base of a Maxwell  
           distribution. 
 
In Fig. 2 the dependences of an electron heat-capacity 

TDEG on the threshold of a quantum well on the 
temperatures at different values of film thickness are 
presented.  With decrease in the film thickness the heat-
capacity of TDEG at the threshold rises. 

  

 
  
Fig. 2. Dependence of an electron heat-capacity of TDEG  
           on the threshold on the temperature Те at the film  
           thicknesses: 1. d=120А°, 2. d=100А°, 3. d=80А°,  
           4. d=60А°, 
 
In Fig. 3а and Fig. 3b the curves of the heat-capacity 

of TDEG higher than the emission threshold of an optical 
phonon and at a lower level of a quantum well in 
dependence with an electron temperature at different 
values of film thickness were presented which had been 
built correspondingly on the base of the expression (9). 
According to the Figures, with decrease in the film 
thickness, heat-capacity rises.  

The results acquired on the base of the distribution 
functions (2) differ from the results acquired on the base 
of a Maxwell distribution (3) with Те temperature (Fig. 4).  

During building the curves the values of the 
parameters of a quantum well in GaAs N=1.7 ·1011сm-2, 
m=0.067·10-27gr, ћΩ0= 10 meV [3, 4] were used.   

 

  
               а)   

 
                                                           

                  b) 
 
Fig.3. Dependence of an electron heat-capacity of TDEG on  

     the temperature Те а) higher than the threshold, b)  
  lower than the threshold at the film thicknesses:  

      1. d=200А°, 2. d=150А°, 3. d=100А°, 4. d=50А° 
 
 

 
 
Fig. 4. Dependence of an electron heat-capacity of TDEG  
           on the temperature Те at the film thicknesses  
           d=100А°  а)  higher than the threshold , d) lower than  
           the threshold, b) according to a Maxwell distribution. 
 

 
4. THERMO-E.M.F. OF HOT ELECTRONS IN A     
     QUANTUM WELL  

 
In the semiconductors, being in high electric fields, 

the study of thermo-e.m.f. is of interest from the aspect of 
making detectors with the best parameters with their 
important advantages: low inertia, generally-recognized 
universality in the field of measuring several physical 
magnitudes, the opportunity of a remote control and 
others [5]. Under the heading we studied the thermo-
e.m.f. of hot TDEG. 

Let’s assume that dimensional-quantum film with a 
type of carriers (conductivity electrons) is located in the 
electric field directed to its normals. The temperature 
gradient is on the plane of the film. In order to calculate 
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120 

the thermo-e.m.f. [6] we solve the non-collision kinetic 
equation and obtain the following expression               dE

E
fEG

n
))(()(1

∫ ∂
∂

−⋅⋅⋅=⋅⋅⋅              (8) 

                     μα −−= E
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)1(                          (7)    
Then we can write  

where the averaging sign has the following meaning  
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Taking into consideration the distribution functions (2) and (3) the expression below is obtained: 
1. On the threshold and direct vicinity off it t <<λ,  t=0 
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. For a Maxwell distribution: 
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g.5. Dependence of thermo-e.m.f. on an electron temperature  

 

              
               a) 

 Fi
            at the film thickness d=150 А° on the base of a  Maxwell  

            distribution. 
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    b) 

 
      c) 

The dependence of thermo-e.m.f. on an electron  
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Fig. 6.  
             temperature at the film thickness:  1) d=50 А°,   
             2) d=100 А°, 3) d=150А°,  4) d=200 А°  for the case  
             of a quantum well   a) on the threshold,  b) higher than 
             the  threshold,  c) lower than the threshold. 

In Fig.5 the curves corresponding to a Maxwell 
distribution were built on the base of the expression (12) [6].  

The results obtained on the base of the distribution 
functions (2) differ from the results acquired basing on a 
Maxwell distribution. In Fig. 6 the dependence of thermo-
e.m.f. on an electron temperature was presented at several 
values of a film thickness, built according to the expressions 
(9), (10), (11). It can be concluded from the acquired results 
that with decrease in the film thickness, thermo-e.m.f. 
decreases [7]. 
 
5. CONCLUSION  

In the given work the thermodynamic parameters and 
thermo-e.m.f. of hot TDEG in a quantum well, formed in a 
heterojunction depending on a film thickness and an 
electron temperature were calculated. The results acquired 
on the base of a distribution function for hot TDEG at a 
lower level of a quantum well, in the region in the vicinity 
and higher the emission threshold of an optical phonon with 
the assumption that an electron temperature has been set 
lower than the threshold, differ from the results acquired 
basing on a Maxwell distribution. The difference is 
essential. It can be concluded from the obtained results that 
with the decrease in the film thickness, the heat-capacity of 
electrons rises, and thermo-e.m.f. decreases. These results 
allow regulate the parameters for an optimal operation mode 
of devices on the base of heterojunctions. 
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There has been investigated radial distribution of atoms in AgInS2 compound amorphous films obtained by vacuum deposition. 

From radial distribution curves interatomic distances are found out and coordination numbers are established.    
 

According to [1] AgInS2 crystallizes in tetragonal 
structure with crystal lattice periods: a=0,588; c=1,12 nm 
SGS I42m. 

This paper deals with the short – range order in 
AgInS2 amorphous films 25 nm in thickness obtained by 
vacuum deposition. Amorphous films suitable for electron 
diffraction examination have been prepared as by 
individual component sublimation in vacuum as 
evaporation of AgInS2(Se)2 synthesized single crystals. 
By component sublimation due to high volatility   there 
have been first sublimated S or Se then In and Ag. 
Weighted samples have been evaporated in vacuum ~ 10-3 
Pa from tungsten conical spiral on the substrate of KCl 
fresh spalls at room temperature, deposition rate is 2,5 
nm/sec. It should be noted component interaction in the 
condenser and film homogenization have been occurred at 
room temperature and need no annealing. Diffraction 
pattern of  AgInS2 amorphous films is given in Fig.1.  

 

 
 

Fig.1 Electron diffraction photograph of AgInS2 amorphous 
films 

 
In electron diffraction photographs of AgInS2 

amorphous films there have been well seen 3 diffuse lines 
which calculation is given in table 1. Amorphous films 
keep their structure and do not crystallize at room 
temperature for 5 and more months.  

Table 1. 
Calculation diffuse lines from electron diffraction pattern of 
AgInS2 amorphous films.  

Соmpound № Intensity S=4πsinθ/λ 
(nm-1) 

AgInS2 1 
2 
3 

very strong 
average 

very weak 

27,79 
33,95 
59,61 

They can be crystallized at T 393 – 403K. In crystallized 
films polycrystalline films of AgInS2(Se)2 with know tetragonal 
lattices are taken place. Film crystallization have been carried 
out under the action of electron beam in the column of EMR 
electronograph – 102 at maximum cathode filament and 
accelerated voltage 75 – 100 kw. By electron beam density 
decrease one can prevent film crystallization. Parameters of 
short – range order, i.e. coordination number (K4), coordination 
sphere radii and their width characterizing statistical spreading 
in particle position can be determined by the curve of atom 
radial distribution (CARD) obtained from the formula: 

 

4 πr2ρ(r)= 4 πr2ρ0 + 
π
r2
∫
∞

0

)sin()( dssrssi         (1)     

 
[2],  by Fourier transformation of electron, neutron and X-ray 
beam coherent scattering intensities.  

Here ρ(r) – is a function of atomic distribution, 4πr2ρ(r)dr – 
is an average number of atoms in spherical layer set by radii r 
and r+dr; ρ0 – is an average density of atoms S=4πsinθ/λ, 

i(S)=[I (s) – f2(s)]/f2(s); I  (s) – is a normalized intensity of 
coherent intensity, f(s) – is an atomic factor. 

k
H

k
H

The curve of AgInS2(Sе2) amorphous phase scattering has 
been obtained by two methods: by electric registration on the 
instrument EMR – 102 at voltage 50 kw using non – elastically 
scattered electrons and by micro photometry. Providing for the 
background and normalization of experimental intensity the 
proposed method [3] has been used. According to intensities 
obtained by mentioned methods there have been plotted CARD 
of AgInS2(Sе2) amorphous films being in agreement with each 
other (Fig.2). Upper limit of integration is Smax=90 nm-1.  

 

 
 

Fig.2 Curve of AgInS2 amorphous film radial distribution  
 

AgInS2 CARD is included three maxima, two of them are 
isolated : radii of the first one (r1), the second one (r2) and 
the third (r3) are equal to 0,248 nm, 0,296 and 0,336 nm, 
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respectively. The areas under the appropriate maxima are 
=50,3; =88,7; =72. Distance of   r1= 0,248 nm 

appears to be the distance between the atoms of 
argentums and sulphur as tetrahedral covalent radii 
according to [4] are equal to 0,146 and 0,104 nm, 
respectively. Corresponding coordination number n1=3,98 
≈4 indicates the tetrahedral environment of Ag and S 
atoms in AgInS2 amorphous films. As tetrahedral covalent 
radii Ag and In are very close and amount to  0,146 nm 
for Ag and 0,144 nm for  In, distance of r1=0,248 nm can 
be referred to the distance of r2=0,296 nm between atoms 
of argentums and indium as it is known that in  AgInS2 
crystal phase divalent Ag2+ is surrounded by eight atoms 
of In arranged at the distance 0,322 nm [5]. Calculation of 

corresponding number of neighbours gives n2=5,94≈6 that 
is less than corresponding number in crystal lattice.  

1Δ 2Δ 3Δ Proceeding from octahedral radius of In equal to 0,165 
nm [4] distance of r3=0,336 nm one can interpret as the 
distance between atoms In – In if expected that in 
amorphous structure the equal number of mono – and 
trivalent atoms of In are included. The number of the 
same nearest neighbours n3=5,98 ≈6. 

Thus experimentally obtained values of coordination 
sphere radii and number of nearest neighbors show that 
AgInS2 amorphous structure is involved in tetrahedral and 
octahedral surrounding of atoms. Similar structural 
motives have been revealed for AgInSe2 amorphous films. 
It is established that AgInSe2 amorphous film matrix is 
composed of tetrahedral and octahedral structural units.  
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The phase diagrams of  GeSe2–А2В6 (А2 = Hg; Cd; В6 = S, Te) systems were plotted by the methods of differential thermal and 

X-ray diffraction analyses, by the measurement of electromotive force (emf), microhardness and density. It is established, that phase 
equilibriums in the pseudo-binary GeSe2 – CdTe, GeSe2 – HgTe, GeSe2 – HgS, GeSe2 – CdS systems are characterized by formation 
of the limited solid solutions on basis of basic components and fourfold intermediate phases such as А2GeSe2Те2 and A4GeS4Se2: 
Cd2GeSe2Те2 (hexagonal system; a = 5.69; c = 11.32 Å), Cd4GeS4Se2, Hg2GeSe2Те2 (tetragonal system; а = 7.50; c = 36.48 Å), 
Hg2GeS2Sе2   (hexagonal system; а = 7.20; c = 36.64 Å), Hg4GeS4Se2 (monoclinic system;      а = 12.38; b = 7.14; c = 12.40 Å). 
New dependences of the important physicochemical properties of solid solutions on basis of the GeSe2 crosscuts of GeSe2–А2В6 (А2 
= Hg; Cd; В6 = S, Te) on composition are obtained. Thermodynamic characteristics of Cd2GeSe2Те2 and Hg2GeSe2Те2 phases were 
determined. 
 
Keywords: Chalcogenides; Phase diagram; Crystal structure; E.m.f.; Thermodynamic data 
 
1.  INTRODUCTION 

Chalcogen compounds with more electropositive 
chemical elements are semiconductor materials. Among 
these materials A2B6 compounds possess unique physical 
properties [1–3]. Chalcogenids usually are receive ed by 
interaction of metal and chalcogen at heating in sealed 
and evacuated quartz ampoules. Sulfide HgS exists in two 
modifications α (zinnober) and β (metazinobarit). 
Temperature of transition α ↔ β is 345 °С. Compounds 
β-HgS, HgSe, and HgTe crystallize in a lattice of type 
blende.  HgTe has practically zero forbidden zone. Degree 
of overlaps of a valent zone and a zone of conductivity for 
HgTe is 0.001 eV, for HgSe this is 0.07 eV. For α-HgS 
width of the forbidden zone is 2.0 eV. HgS is a material 
for photoresistors, a component of light composition on 
basis CdS.  HgSe is used as a material for photoresistors, 
gauges of measurement of magnetic fields. Selenides are 
used as laser materials, as components for luminophores 
and thermoelectric materials. HgTe is a component of 
materials for receiver’s of infra-red and X-ray radiation. 
Tellurides are used for photo cells, photosensitive layers 
of electron beam devices, dosimeters. GeSe2 also is the 
semiconductor with width of the forbidden zone equal to 
2.49 eV (ρ = 1012 Ω·cm). 

Stability of the pseudo-binary GeSe2–CdTe, GeSe2–
HgTe, GeSe2–HgS, GeSe2–CdS systems is confirmed by 
methods of samples’ physicochemical analysis and the 
measurement of electromotive force (e.m.f.) [4,5].  
 
2.  EXPERIMENTAL DETAILS 

Synthesis of initial binary compounds of the GeSe2–
А2В6 crosscuts has been carried out by direct fusion of 
high-purity components taken in stoichiometric ratio, in 
evacuated up to 10–3 МPa quartz ampoules in electric 
furnace within two days. The heating of ampoules with 
substances has been gradually carrying out in the furnace 
up to the fusion temperature of corresponding binary 
compounds in connection with behavior of exothermic 
reactions of germanium, cadmium and mercury 
chalcogenides’ formation. At temperatures of chemical 
reactions’ behavior of binary chalcogenides’ formation 

ampoules were being exposed during 4–6 hours [4]. Then 
temperature in the furnace has been smoothly increasing 
up to the fusion temperature of corresponding formed 
binary compound. During production of the GeSe2, CdTe, 
HgTe and HgS compounds the exposure was made at 740, 
1092, 670 and 820 °С correspondingly. The individuality 
of the obtained GeSe2, CdTe, HgTe and HgS 
chalcogenide compounds has been controlled by methods 
of the physicochemical analysis by comparison of the 
obtained for them characteristics to the reference data.  

With the purpose of definition of important 
parameters of intermediate phases and limited solid 
solutions of the threefold mutual Cd (Hg), Ge || S (Se), Te 
systems we investigated physicochemical and 
thermodynamic properties of the pseudo-binary GeSe2–
CdTe, GeSe2–HgTe, GeSe2–HgS, GeSe2–CdS systems.  

It is known, that using the e.m.f. measurement 
method [6,7,8] in establishing phase limits binary systems 
lies in that the potentials of the one-phase alloy electrodes 
at a fixed temperature, decrease with increasing content of 
the less noble component in the alloy whereas the 
potentials of the two-phase alloy electrodes, are constant 
and independent of composition within a two-phase 
region. The potentials vary, however, when passing from 
one-phase region to another. The temperature dependence 
of the e.m.f. shows a linear character if no phase 
transition occurs. When within the temperature range 
applied to the e.m.f. measurements a phase transition 
occurs in the alloy electrode, the temperature coefficient 
of the e.m.f. below and above the transition point will 
take different values. 

An e.m.f. method with a liquid electrolyte is used to 
determine the partial molar thermodynamic properties of 
Cd in GeSe2–CdTe and Ge in GeSe2–HgTe quaternary 
solid alloys. The temperature range for the measurement 
at 298 and 380 K. The cell arrangement is as follows 

 
Cd (s) / Cd2+ (KCl–LiCl) / GeSe2–CdTe (s) 
Ge (s) / Ge2+ (KCl–LiCl) / GeSe2–HgTe (s) 
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Under reversible conditions the Gibbs free energy 
change for the reaction at temperature T is given by 

 
zFEGMe −=Δ                                  (1) 

 
were z = 2, Me = Cd, Ge, F the Faraday constant (96486 
C mol–1), E the measured electromotive force of the cell 
(V).  
 
3.  RESULTS AND DISCUSSIONS 

The phase diagrams of  the pseudo-binary GeSe2–
А2В6 (А2 = Hg; Cd; В6 = S, Te) systems were plotted by 
the methods of differential thermal and X-ray diffraction 
analyses, by the measurement of electromotive force 
(e.m.f.), microhardness and density. It was established, 
that in the GeSe2–CdTe (Fig. 1), GeSe2–HgTe (Fig. 2), 
GeSe2–HgS, GeSe2–CdS systems phase equilibriums are 
characterized by formation of limited solid solutions on 
basis of GeSe2 and А2В6 components (Table 1) and 
quaternary intermediate phases such as А2GeSe2Те2.  

 

 
Fig. 1. Phase diagram of the CdTe–GeSe2 system. 

 

 
 

Fig. 2. Phase diagram of the HgTe–GeSe2 system. 
 
In these systems intermediate phases of A2GeSe2Te2 

composition are forming at temperatures 477°С 
(Hg2GeSe2Te2; tetragonal system; а = 7.50; c = 36.48 Å), 
647°С (Cd2GeSe2Te2; hexagonal system; a = 5.69; c = 
11.32 Å), 707°С (Hg2GeSe2S2; hexagonal system; а = 
7.20; c = 36.64 Å) accordingly. In GeSe2–HgS system at 
862°С, the Hg4GeSe2S4 intermediate phase (monoclinic 
system; а = 12.38; b = 7.14; c = 12.40 Å) is also forming. 
All obtained fourfold compounds are to fuse 
incongruently. 

Dependences of solid solutions’ properties on a 
structure have been determined. Samples were annealed at 
high temperatures (on 5–10°С lower than eutectic 
temperature). In the Tables 2–4 concentration 
dependences of alloys-solid solutions on GeSe2 basis with 
a rhombic lattice are resulted. 

 

Table 1  
Areas of solid solutions in the systems such as GeSe2 – HgS and GeSe2 – HgTe 

Systems 
 

Solubility, mol % 
On GeSe2 basis On HgS (HgTe) basis 

GeSe2–HgS 
GeSe2–HgTe 
GeSe2–CdTe 
 

18 mol% HgS (600 °С) 
20 mol% HgTe (477 °С) 
16 mol% CdTe (647 °С) 
 

5 mol% GeSe2 (600 °С) 
20 mol% GeSe2 (477 °С) 
22 mol% GeSe2 (647 °С) 
 

 
Table 2  

Physicochemical properties of the (GeSe2)1–x– (CdTe)x solid solutions 
Composition, 
mol% CdTe 

Structure parameters of a lattice Microhardness, 
МPa 

Density, 
q/sm3 a/Å b/Å c/Å 

0.0 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 

7.037 
7.040 
7.045 
7.050 
7.054 
7.060 
7.066 

11.82 
11.83 
11.84 
11.84 
11.86 
11.86 
11.90 

16.82 
16.82 
16.84 
16.84 
16.87 
16.88 
16.90 

1400 
1400 
1420 
1440 
1470 
1500 
1510 

4.68 
4.69 
4.70 
4.72 
4.72 
4.74 
4.76 
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Table 3 
Physicochemical properties of the (GeSe2)1–x – (HgTe)x solid solutions 

Composition, 
mol% HgTe 

Structure parameters of a lattice Microhardness, 
МPa 

Density, 
q/sm3 a/Å b/Å c/Å 

0.0 
2.0 
3.0 
5.0 
6.0 
7.0 
8.0 
9.0 
10 

7.037 
7.040 
7.038 
7.037 
7.035 
7.032 
7.030 
7.030 
7.284 

11.82 
11.83 
11.84 
11.81 
11.81 
11.80 
11.80 
11.78 
11.76 

16.82 
16.82 
16.84 
16.82 
16.80 
16.80 
16.78 
16.75 
16.72 

1400 
1400 
1420 
1450 
1460 
1470 
1470 
1480 
1480 

4.68 
4.70 
4.70 
4.72 
4.73 
4.75 
4.76 
4.79 
4.80 

 
Table 4  

Physicochemical properties of the (GeSe2)1–x – (HgS)x solid solutions 
Composition, 
mol% HgTe 

Structure parameters of a lattice Microhardness, 
МPa 

Density,  
q/sm3 a/Å b/Å c/Å 

0.0 
2.0 
3.0 
5.0 
7.5 
10 

7.037 
7.037 
7.030 
7.024 
7.020 
7.012 

11.82 
11.82 
11.81 
11.79 
11.77 
11.74 

16.82 
16.80 
16.78 
16.76 
16.74 
16.76 

1400 
1400 
1420 
1450 
1480 
1500 

4.68 
4.70 
4.72 
4.83 
4.90 
5.06 

 
It is established, that formation of solid solutions on 

А2В6 basis in the GeSe2–А2В6 systems is accompanied by 
an appreciable negative deviation from the Raoult law. 
For concentration dependences of solid solutions on А2В6 
basis the following relation don’t meet the 
conditions: , where 

 
is the 

steam pressure of pure А2В6. For the (GeSe2)1–x–(А2В6)x 
solid solutions the appreciable deviation from the Raoult 
law don’t appear.  

∗= 626262 AAA BBB pxp ∗
62A Bp

The thermodynamic analysis of chemical reactions 
has been carrying out with use of Gibbs-Duhem equation. 
For conditions of 

 
equilibrium which 

binds the change of chemical potential of components of 
system at Т = const, р = const. For simplicity let’s 
consider a  reaction. Then change of Gibbs 
function is: 

0=∑
i

ii dμν

BAA dd
BA ↔

dG Bνμνμ += . Let’s assume, 
that the infinitesimal ξd  amount of matter A turns into 
B; then ξd−=AΔ   and ξdB =Δ . This implies:  
 

ξμμξμξμ ddddG ABBA )( −=+−=  
 (Т = const, р = const).                     (2) 

 
If equation (1) is re-arranged as 

( ) ABTpG μμξ −=∂∂ ,/
BA ↔

B

 it is obvious, that at behavior 

of  reaction the graph slope of dependence G on 
ξ  will define the Aμμ −

BA

 value. It proceeds on the 
theory that the chemical reaction flows in direction of G 
decrease. When μμ > , reaction flows from A to B 

and on the contrary when BA μμ < , reaction flows from 

B to A. At BA μμ = , the reaction is in equilibrium 

position. According to the above for  reaction it 
is possible to set values of condition’s quantities for case 
when chemical equilibrium is occurring.  

BA ↔

BA ↔

Δ

The thermodynamic potential of  reaction, 
according to stability condition in a system equilibrium 
state, is to be minimal. If take into account, that standard 
chemical potentials are standard mole Gibbs functions 
then at Т = const, р = const in an equilibrium state the 
value of  is to be minimal. In 

 relation values of  and 

 poorly depend on temperature. Subject to it for the 
given values of condition’s quantities the probability of 
behavior of 

0
mGΔ

STΔ−

B

000
mmm HG Δ=Δ

0
mSΔ

A

0
mH

↔  reaction is estimating. 
The following equilibrium conditions are generally 

fair: а) chemical balance; b) reaction is possible; c) 
reaction is not possible. In agreement with the theory for 
these cases 

 
(3) 

 
 
 

 
From (3) it follows, that at chemical reactions’ 

calculations calculation of ΔG value is required in every 
case. It specifies that knowledge of chemical potentials of 
all reaction participants at given values of condition‘s 
quantities is necessary. For calculation of condensed 
phases it is convenient to use Gibbs – Helmholtz equation 
subject to phases’ heat capacities 

 

 
dT

T
C
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T

T
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(4) 
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The reactions flowing in a reversible galvanic cell 
concentrating relative to the electrodes have been studied 
by the method of e.m.f. measurement. The annealed 
alloys of the GeSe2–CdTe, GeSe2–HgTe systems have 
been used as electrodes. E.m.f. measurements confirm the 
accuracy of plotted phase diagrams (Fig. 3 and Fig. 4).  
 

 
 
Fig. 3. Dependence of e.m.f. on composition in the CdTe–GeSe2 

system at 298 K. 
 

 
 
Fig. 4. Dependence of e.m.f. on composition in the HgTe–GeSe2 

system at 298 K. 
 

On the base of plotted phase diagrams and measured 
partial molar thermodynamic properties of Cd in the 
system GeSe2–CdTe and Ge in GeSe2–HgTe (Table 5), 
the integral molar thermodynamic properties of fourfold 
phases have been calculated (Table 6). At this the 
standard molar thermodynamic properties of binary 
compounds GeSe2, CdTe, HgTe [2,3] and potential-
forming reactions in the pseudo-binary GeSe2–CdTe, 
GeSe2–HgTe cuts mutual Cd (Hg), Ge || S (Se), Te 
systems were also used. 

Table 5  
The standard partial molar thermodynamic properties of Cd in the system GeSe2–CdTe and Ge in GeSe2–HgTe 

Phase 
 Mef GΔ−  

kJ mol–1 
Mef HΔ−  

kJ mol–1 
Mef SΔ  

J mol–1 К–1 
Cd2GeSе2Те2 
Hg2GeSе2Те2 

108.5 ± 11.5 
402.2 ± 46.1 

82.8 ± 2.9 
324.3 ± 1.6 

86.1 ± 18.9 
261.3 ± 45.8 

 
Table 6  

The standard molar thermodynamic functions of quaternary phase in the systems GeSe2–CdTe and GeSe2–HgTe 
Phase 

 
0
298GfΔ−  

kJ mol–1J 

0
298HfΔ−  

J mol–1 К–1 

0
298SfΔ  

J mol–1 К–1 
Cd2GeSе2Те2 
Hg2GeSе2Те2 

298.3 ± 1.9 
605.8  ± 3.9 

276.3 ± 13.3 
545.6 ± 21.2 

73.8 ± 32.7 
202.0 ± 30.0 

 
4.  CONCLUSION 

The phase diagrams of  the pseudo-binary GeSe2–
А2В6 (А2 = Hg; Cd; В6 = S, Te) systems were plotted by 
the methods of differential thermal and X-ray diffraction 
analyses, by the measurement of electromotive force 
(e.m.f.), microhardness and density. New intermediate 
quaternary Cd2GeSe2Те2, Cd4GeS4Se2, Hg2GeSe2Те2, 

Hg2GeS2Sе2, Hg4GeS4Se2 phases and limited solid 
solutions on the base of binary components GeSe2 and 
А2В6 have been found. Physicochemical and 
thermodynamic properties of some compositions of 
intermediate phases have been studied. The standard mole 
thermodynamic functions of quaternary Cd2GeSe2Те2 and 
Hg2GeSe2Те2 phases were determined. 
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The temperature dependences of dielectric constant ε(Т), σ(Т) conduction and Ps(Т) polarization in γ-radiated samples of 
TlInS2<Cr> crystals have been investigated. The presence of relaxor behavior and hopping has been established. The activation 
energies, defect concentration, jump lengths, the variation of trap states, localized state densities, spontaneous polarization maxima, 
Fogel-Fulcher (Tf) and Berns (Tf) temperatures at different radiation doses have been calculated.   

 
Our previous investigation [1-6] show that doping of 

TlInS2 crystal by some impurities leads to strong 
relaxation of dielectric susceptibility in the 
incommensurate phase region. It is established that the 
appearance of nanodimensional polar domains leading to 
the fact that the state of dipole of ferroelectric glass 
precedes to ordered phase is the reason of relaxation. The 
doping atoms leading to appearance of relaxor state form 
the capture levels in the forbidden band of semiconductor 
ferroelectric TlInS2. The charge carriers capturing these 
levels are space-limited ones and the conduction in this 
case is carried out by tunneling through potential barriers. 
This is observed at investigation of charge transfer 
process in TlInS2 crystals doped by Cr atoms. The non-
activated temperature-dependence hopping [5-6] has been 
established in these crystals in the region of 
incommensurate phase.   

In the given work the results of complex 
investigations of influence of γ -radiation on dielectric, 
polarized and electric properties of compound 
TlInS2<Cr> where Cr concentration is 0.1atm%.  

The temperature dependences of dielectric constant 
ε(Т) of TlInS2< Cr > crystal at 200, 400 and 600 milliard 
doses are presented on fig.1. The investigation is carried 
out on the frequencies of measuring field 1kHz. The 
maximum value of dielectric constant at Тmax at γ-
radiation decreases that shows on tendency to weakening 
of ferroelectric properties with increase of radiation defect 
concentration which is general one for all ferroelectrics.   

 

 
Fig.1. Temperature dependence of dielectric constant ε(Т) of  
          TlInS2<Cr> crystal. The measurements are carried out  
          on frequency 1 kHz (curve 1 is 0, curve 2 is 200,  
          curve 3 is 400, curve 4 is 600 Mrad).    
. 

 The spontaneous polarization and Curie point are 
fundamental characteristics of ferroelectrics; these 
parameters are connected between each other. The 
changes of dielectric constant at Тmax in education process 
have the complex character, i.e. the shift to the side of 
ferro-phase (caused by decrease of Тс)at this the definite 
effect of opposite sign connected with action of internal 
field. One can suppose that the following formation 
mechanism of internal field in radiated crystals. Let’s 
think that initial ferroelectric crystal presents the space-
homogeneous structure of similar oriented dipoles 
forming Ps polarization in volume unit. 

The micro-heterogeneities, disorder regions not 
having the properties of initial dipole structure and 
differing from basic matrix by ε, Тс, Ps and σ values 
appear at radiation (as a result of bond destructions, atom 
shifting, excitation and carrier transfer in crystal).  The 
last one leads to appearance of space charge (formation of 
volume charge can cause to carrier drift excited by 
radiation in conduction band in the field of spontaneous 
polarization with further capture on boundaries of defect 
regions) and average macroscopic field directed to the 
same side as Ps. These are internal fields striving for 
fixing of polarization.  

As we suppose the coincidence of temperature of 
phase transformation with temperature region of thermal 
completing of local centers is the condition of relaxor 
behavior in TlInS2<Cr> crystal [6]. The relaxor properties 
can be essentially changed by introduction of even some 
impurity quantity which influence on charge state of 
compounds. Moreover the shift of maximum temperature 
of dielectric constant can be achieved the some degrees.  

The fact that in ferroelectrics the dielectric constant 
is higher than Tm temperature changes not by Curie-Weiss 
law but by ( )0

2/1 TTBA −+=−ε  one is the one of 
peculiarities of ferroelectrics with fuzzy phase 
transformations. The dependences ε-1/2(Т) for γ-radiated 
samples of TlInS2<Cr> compounds are given on fig.2 
(curve 1-2). As it is seen from the figure they cross the 
temperature axis at Fogel-Fulcher temperature (Тf) from 
the side of high-temperature phase and at Berns (Td) 
temperature from the side of low-temperature one.  

As it is known [7-8] the fuzzy character of ε(Т) 
dependence is necessary condition of relaxor state. The 
fact that ε-1/2(Т) dependence changes by linear law is the 
enough condition. At radiation Тс decreases that shows on 
tendency to weakening of ferroelectric properties which is 
general for all with the increase of defect concentration.  
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Fig.2. Temperature dependence of dielectric constant ε-1/2(Т)  
           of TlInS2<Cr> crystal. The measurements are carried  
           out on frequency 1 kHz (curve 1,5 is 0, curve 2,6 is  
           200, curve 3,7 is 400, curve 4,8 is 600 Mrad). The  
           dose dependences of Fogel-Fulchers (Tf) and Burns    

               (Td) (1 –Тd, 2 –Тf) temperatures are given in insertion.  
 

As it is seen from fig.2 the dependence ε-1/2(Т) of 
initial (non-radiated) crystal cross the temperature axis at 
Tf=169К (fig.2, curve 1) and at Td=207 К (fig.2, curve 5). 
In relaxor ferroelectrics Tf  is that temperature at which the 
freezing of polar dipoles is carried out and crystal 
transforms from state of ferroelectric glass into order 
ferroelectric one. This temperature is also characterized 
by the fact that the temperature completing of trap centers 
takes place at it and localized charged impurities are 
neutral ones. The Fogel-Fulcher and Berns temperatures 
shift to the side of low and high temperatures with 
increase of radiation dose. 

As it is known [1-6] the presence of disorder charge 
distribution in crystal is the main reason leading to 
blurring of phase transformation. The increase of blurring 
at radiation shows on the fact that the dipole charge 
centers appear at radiation in crystal volume.   

On the given investigation stage one can suppose 
about nature of these dipole centers. These can be 
radiation defects formed because of electron excitations 
formed by radiation. Earlier the influence of γ -radiation 
on dielectric and electric properties of TlInS2 crystal in the 
region of transformation incommensurable-
commensurable phase [9] had been studied by us and the 
possibility of obtaining of relaxor state in these 
compounds had been established. By our opinion the 
multiple ionization of impurity atom which is chrome is 
the more obvious mechanism of formation of radiation 
defects in TlInS2<Cr> compound. The formed defect 
increases the energy levels in crystal forbidden band; the 
thermal completing of these levels takes place at 
temperature which is lower than one in non-radiated 
compound, i.e. existence region of ferroelectric glass 
expands. 

On the base of results obtained by us one can say 
that γ -radiation strongly influences on relaxor state of 
TlInS2<Cr> compound and expands the temperature 
interval of its existence. It is also shown that Fogel-
Fulcher Tf temperature shifts to the side of low 
temperatures and Berns temperature Td shifts to the side 
high temperatures (fig.2, insertion).  

The defects of ionization type (charged defects) 
which appear in the result of γ-radiation play the 
dominating role in these processes. The blurring of phase 
transformations takes place because of interaction of polar 
defects with spontaneous polarization of initial crystal [7]. 
According to [7] the temperature decrease of phase 
transformation with increase of radiation dose is caused 
by concentration decrease of ferroelectric active dipoles 
in crystal.  

Thus at γ-radiation characterizing by decrease of εмах 
and essential transformation blurring the defect 
coagulation, cluster formation which make crystal 
macroscopically heterogeneous one with different degree 
of internal voltages in separate micro-volumes play the 
defining role. This leads to some distribution of crystal 
local values Тc by volume as a result of which is the 
transformation blurring. 

The dependence of spontaneous polarization Ps on 
temperature for TlInS2<Cr> crystals is shown on fig.3. 
The analysis of results of whole temperature measurement 
range one can divide on three parts. In temperature region 
T>Td the crystal is paraelectric one. At Td temperature the 
some polarized clusters with local polarization Pd the 
value of which increases with temperature decrease. With 
temperature decrease up to Tm the increase of local 
polarization Pd takes place (in temperature interval 
Td÷Tm). At the same time the increase of polarization 
continues in temperature interval (Tm÷Tf). Below Tf the 
saturation of polar localization value takes place.  

 

 
Fig.3. Temperature dependence spontaneous polarization  
          PS(T) of TlInS2<Cr>crystal where Cr is 1 atm.%.  
          curve 1 is  0, 2 is 200, 3 is 400, 4 is 600 Mrad 
 

As it is known in TlInS2 crystal 0,1 аtm.% Cr are the 
random fields connected with disorder in interstices, 
vacancies of indium and atoms of Cr impurities, i.e. the 
ferroelectric dipole order in this crystal is destroyed by 
random fields induced by Cr ion impurities [3,5]. As it is 
seen from fig. 3 below Tf  the saturated loops of dielectric 
hysteresis are observed and the value of spontaneous 
polarization is Рmax=4.2·10-8 Kl/cm2. In temperature 
interval (Tf –Td) the loop of dielectric hysteresis converges 
up to Berns temperature (Td). Especially in this 
temperature interval the ferroelectric glass exists.  The 
dose dependence of Ps value shows that the polarization 
decrease is connected with defect concentration. The 
concentration of ferroelectric dipoles is connected with 
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increase of radiation dose as a result the maximum value 
of spontaneous polarization decreases.  

The investigation of TlInS2<Cr> crystal polarization 
properties shows the existence of three phase regions: 
paraelectric, ferroelectric nanodomain and ferroelectric 
macrodomain phases. The temperature interval of 
existence of ferroelectric nano-domain phase expands (the 
region of relaxor state) with increase of radiation dose.  

As it is known that in ferroelectric semiconductors 
the electric conduction σ is more sensitive one to 
radiation than the ferroelectric parameters [9]. As 
TlInS2<Cr> is simultaneously the ferroelectric and 
semiconductor then the study of electric properties of this 
crystal presents the big interest. 

The existence of radiation defects in TlInS2<Cr> 
leads to high density of states localized near Fermi level. 
The states localized in forbidden band are responsible for 
many electron processes taking part in semiconductors.  

As it is mentioned above the appearance of relaxor 
behavior is connected with existing disorder in disposition 
of TlInS2<Cr> crystal atoms. One can observe this on 
example of all known relaxors and the given fact is only 
necessary one but not the enough condition. The 
coincidence of phase transformation temperature with 
temperature region of heat filling of local centers [10,11] 
is the additional condition of relaxor behavior. The 
temperature dependence of electric conduction σ(Т) of 
TlInS2<Cr> crystal is given on fig.4. This dependence can 
be divided on three temperature regions characterizing by 
the different conduction mechanisms. At temperature 
decrease up to Tf value the dependence σ(Т) is linear one 
that is character for bond conduction. 

In temperature interval Td–Tf  the dependence σ(Т) is 
satisfactory described by Mott law [12] and corresponds 
to thermoactivated hopping mechanism. By our opinion 
this evidences about the fact that at Td–Tf the local centers 
are thermoactivated yet and charge carriers can’t be 
localized on them. The temperature-independent 
conduction below Tf observed in TlInS2<Cr> is the non-

activated hopping. Especially at low temperatures (below 
Tf ) the charge carriers localize on these centers. The 
given temperature corresponds to transformation in the 
state with local spontaneous polarization. That’s why one 
can suppose that local centers in TlInS2<Cr> crystal begin 
to activate at Tf  temperature.           

 

 
 
Fig.4. Temperature dependence of electric conduction σ(Т)   
           in Arrenius coordinates for TlInS2<Cr> crystal where  
           Cr – 0,1 аtm.% (curve 1 is 0, 2 is 200, 3 is 400, 4 is      
          600 Mrad). 
 

Thus the possibility of taking under consideration of 
charge carrier localization on local centers is shown. The 
localized charges form the local electric fields and so they 
stimulate the appearance of induced polarization. The 
dispersion of dielectric susceptibility is defined by 
oscillation properties of local states and depends on 
electron dynamics on capture levels.   

In temperature interval Td – Tf   the dependence σ(Т) 
is satisfactory described by Mott law [12] and 
corresponds to hopping mechanism. Especially in this 
temperature region TlInS2<Cr> is in ferro-glass state.  

The results obtained at investigation of electric 
conduction and ferroelectric parameters of TlInS2<Cr> 
crystal are given in table 1.  

   
                                                                                                                                                                              Table 1 

Ferro-electric and electrophysical parameters of γ-radiated lInS2<Cr> crystals. 
                                                                                                         

Dose 
(milliard) 

Ea 
(eV) 

NF 
(eV-

1cm-3) 

R 
(A) 

ΔE 
(eV) 

Nt 
(cm-3) 

Td 
(K) 

Tf 
(K) 

Ps(maх) 
(Kl/cm2) 

0 0,26 4,2⋅1017 193 0,08 3,22⋅1016 207 171 4.2⋅10-8 

200 0,203 7,2⋅1017 168 0,067 4,79⋅1016 211 168 3,5⋅10-8 
400 0,19 8,6⋅1017 159 0,062 5,68 ⋅1016 214 165 3⋅10-8 
600 0,187 9,8⋅1017 152 0,065 7,1⋅1016 217 162 2,45⋅10-8 

 
In the dependence on radiation dose the activation 

energy, concentration of radiated defects, hop length, the 
spread of trap states and density of localized states 
strongly changes. In compound TlInS2<Cr> under 
influence of γ-radiation the Fogel-Fulcher temperature Tf 
shifts to the side of low temperatures and Berns 
temperature Td shifts to the side of high temperatures. 
With increase of radiation dose the widening of 
temperature interval of relaxor state appearance is 
observed. γ-radiation strongly influences on polarization 
of TlInS2<Cr> compound. With increase of radiation dose 
the concentration of ferroactive dipoles decreases, as a 

Thus one can change the dielectric and electric 
properties of ferroelectrics and obtain the stable the 
relaxor states by influence of γ-radiation. The complex 
investigations of ε(Т) and σ(Т) dependences in γ-radiated 
TlInS2<Cr> crystals allow to us to establish the bond 
between the behavior dynamics of relaxors in which the 
relaxor state appears as a result of fixing of heterogeneous 
polarization in nano-regions in result of charge 
localization  on defects with electric conduction which 
has the hopping character and is caused by 
thermoactivated processes of defect level state in radiated 
crystal TlInS2<Cr>.  
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result of maximal values of spontaneous polarization 
decrease and generated radiation defects increase the 
concentration of impurity energy levels in forbidden bond 
of TlInS2<Cr> crystal. The coincidence of temperatures 

of phase transformations in the investigated crystal with 
temperatures of thermal filling of these levels leads to 
widening of thermal region of thermoactivated hopping 
conduction. 
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On the base of experimental investigation of frequency dependences of the main dielectric constants of some classes of low-

molecular and polymer mesomorphic materials with different molecular structure it is established that dipole contribution into 
parallel component of dielectric constant is caused by molecule rotation round short and long molecular axes. The dipole contribution 
into perpendicular component of dielectric constant is connected with long molecular axes and also with rotation of long axis of 
molecule round the direction of the dominant orientation of liquid crystal by cone in the angle limit given by orientation order in the 
liquid crystal.  

 
According V.N. Tsvetkov theory the dipole dielectric 

polarization of liquid crystals is caused by reorientation in 
polar stick-like molecules round the transversal and 
longitudinal molecular axes and also by molecule rotation 
by cone surface with θ angle given by the value of order 
degree S=1/2 (3cos2 θ –1) of liquid crystal. The energy 
barriers corresponding to positions of orientation 
equilibrium of molecules differs by the value for different 
types of molecule rotation motion as a result of 
intermolecular interaction supporting the mesomorphic 
order. The relaxation times corresponding to different 
orientation transfers can also differ.   

The method of experimental investigation of 
molecular mechanisms of dielectric polarization of liquid 
crystals is the very effective one for study of dielectric 
constant dependence and dielectric loss on the electric 
field frequency. The macroscopic times of dielectric 

relaxation τ obtained at from frequency dependences ε  

and ε  can be connected with definite types of molecular 
rotation. 

II

⊥

The role of each molecular mechanisms of dielectric 
polarization as it is seen from relations essentially 
depends on the value of dipole moment μ and its direction 
(angle β) relative the longitudinal axis of molecule. 
μ=μcosβ the contribution of longitudinal component of 
molecular dipole moment in dielectric polarization of 
liquid crystal is comfortably studied with use of 
mesogenes in the molecules of which the dipole moment 
is directed along the molecule long axis (μ = μ, μ =0). II ⊥

The orientation dielectric polarization of liquid crystal 
in both in direction of dominant orientation of optical axis  
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And in the direction perpendicular to axis (1.36) is connected only with longitudinal component of dipole moment.  
   

)1)(2(
6
sin)1(

3
cos)

3
1(

4
1

2

22
2

22
2 χβμβμαα

π
ε

χ +++−+Δ−=
−

= ⊥
⊥ S

kT
NhFS

kT
NhFSNhF                   (2)   

 
The liquid crystals LC1-LC5 chosen by us as investigation objects have the necessary dipole structure of molecules.  

The values of molar constants Керра Км, dipole moments μ, anisotropy of molecular polarizability Δb and angles β 
experimentally defined by us with use of earlier known methods are given in the table 1.  

 

 
Fig.1. The dependence of quasistatic dielectric constants ε , ε  and II ⊥ изε  LC1-LC5 from temperature ТоС.   
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From table it is seen that β angle between dipole moment and longitudinal axis of liquid crystal molecule LC1-LC5 
is equal to zero and μ 1 =μcosβ=μ. 

       
Table  1 

Molecular characteristics and dielectric anisotropy Δε  LC1 - LC5 at Т-То=-5. 
 

 Chemical structure and temperatures of phase 
transformations in degree Celcius Км, 10  9−

Г см 5  

(300В)  

1−

2−

μ 
D 

Δb 

10  25−

cм 3  

β˚ Δ ε 
 

1 2 3 4 5 6 7 

LC1 C 6 H 13 -C H6 4- C H6 4-CN 
К  12 H 30 И 
4-н-hexyl-4-cyanobifenil 

4,4 5 130 0 10,5 

LC2 C 7 H 15 - O- C H6 4-N=N- C H6 4-CN 
К 94 H112 И 
4-н-heptyloxi-4-cyanozobenzol 

13 5.8 230 0 8.4 

LC3 C 7 H 15  O- C H6 4-N=N- C H6 4-CN 
                 ОH 
К 94 H112 И 
4-cyano-oxi-4-eptiloxianizol 

13.6 5.2 310 0 6.3 
 

LC4 С 5 H 11 O- C H6 4-N=N- C H6 4-CN 
                 ОH 

9 5.3 210 0 6.1 

LC5 C 7 H 15 O- C H6 4- C H6 4-CN 
                 ОH 
К 67 H 81 И 
4-н-otylooxi-4΄-cyanobifenil 

5.1 5.2 160 10 6.0 

           
For LC1 and LC2 in frequency range 1kHz-25 MHz   

and for LC1 and LC5 in frequency range 1kHz-100 МHz 
the measurements of main dielectric constants ε , ε  

and 
II ⊥

изε  in whole temperature interval of anisotropic melt 
existence and in isotropic phases are carried out.   

The dependence of quasistatic values ε  ,  ε   and  II ⊥

изε  on temperature for LC1 and LC5 are given in fig.1. 
From the fig.1 it is seen that investigated LC have the 
bigger positive dielectric anisotropy Δε=ε - ε    in the 
correspondence with dipole structure of molecules and 
expression (3):     

II ⊥

 

          S
kT

FNhF ))cos1(
2

(
4

2
2

βμα
π
ε

−−Δ=
Δ              (

  

3) 

 frequency range of electric field 1 МHz  -100 МHz 
ε΄ 

n

 it is seen 
that in the investigated frequency range ε dispersion leads 

to 

In
dispersion accompanying by dielectric loss ε "" (fig.2). 

is observed. For analysis of obtained dielectric spectrums 
the circle diagrams (of dependence ε ""

II  on '
IIε ) are used. 

The diagram construction by experime tal v es 'ε  and 

ε ""  (fig.3) shows that they are semi-circles with the 
ce ters on axis of abscissa. Consequently, the observable 
ε dispersion is described by Debye equations. 

Meanwhile, from experimental data (fig.2)

n alu II

II

almost total exclusion of orientation dipole part from 
dielectric polarization ( '

IIε  increases up to square value 

of index of refraction o xtraordinary beam 2
en ). The 

analogous results are also obtained in [1,2].  
 

f e

 
 
Fig.2. The dependence of dielectric constants ε΄ and  ε΄ on 
        frequency lg f for LC1-LC5. 

ts prove that the only 
one m

 
  
 
The mentioned experimental fac

olecular mechanism is responsible for II  
dispersion of investigated LC. The rotation of molecules 
round transversal axes is this mechanism in 
correspondence with model of LC dielectric polarization 
taken by us, i.e. the longitudinal dipole component μ 1  

'ε

the 
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makes contribution in dipole polarization in the direction 
of LC director only because of such type of molecular 
motion. 

 

 
 
Fig.3. Circle diagrams ε* for LC1-LC5. 

olarization 
def ed by construction of dependence on 
(fig

he d

  
The relaxation times of dielectric p τ are 

x2 πf in '
IIε ε ""

II
.4) or with use of fр frequency corresponding to 

maximum of dielectric loss τ = 1/2 πfр. T  depen ences 
of relaxation times on reversal temperature 1T˚K for LC1-
LC5 are shown on fig.5.  

From inclinations of direct lines in the correspondence 
with expression  kTue0ττ =  

  

 

                                     τ ~ )exp( kTu                               (4) 
 

the activation energies U req
reorien s round tran

II  uiring for molecule 
tation at rotation sversal axes (table 2) 

are obtained.   
   

 
Fig.4. The dependence   on  x2 πf  for   LC1-LC5.  
 

 i l 
com nt of molecular dipole moment μ μcosβ also 
ma

'
IIε ε ""

II

From expression (5) t is seen that longitudina
pone 1 = 

ke the contribution into dipole polarization in direction 
perpendicular to optical axis LC.   

 

⎭
⎬
⎫

⎩
⎨
⎧ ⎤

⎢
⎡+Δ−=

−⊥ FSNhF 111 2μαα
ε

⎥⎦⎣
−+ S

kT
)cos31(

2
1

334
2 β         

                                                                                        (5)
In case of LC1-LC5 the other orientation contributions

Тable 2 
Activation energies  for  LC1-LC5 

Liquid 
crystal 

LC1 LC2 LC3 LC4 LC5 

π
                                                                                                     

 
 

into polarization should absent, i.e. μ 2 =0.  

       

U II

U 
kal/moleК  

18 15 17 18 20 

    
 experimental study of frequency 

dep ence given by LC shows that staying 

 
•  The
end ε ⊥ ε ⊥

constant (fig.2) essentially exceeds the square of index of 
refraction by the value for ordinary beam 2

0n for LC1-
LC5 in the investigated frequency range of electric field. 
This experimentally proves the fact that the longitudinal 
component of dipole moment μ 1  is responsible not only 
for mesogene dipole polarization in the direction of its 
optical axis but in the direction perpendicular of its 
optical axis.  

However, as it was mentioned earlier if ε has the 
strong dispersion in ),5-25MHz region then at the same 
temperatures and frequencies ε ⊥  value stays constant 
one.  

 

 
 
Fig.5. The dependence of relaxation time LC1-LC5 on    
           temperature. 

at 
dif mechanisms connected with 
lon

 
  The last one is direct evidence of the fact th

ferent molecular 
gitudinal component of dipole moment μ are 

responsible for dipole polarization LC1-LC5 in directions 
parallel and perpendicular to director of homogeneous 
oriented mesomorphic sample. If the molecule rotation 
round transversal axis is the mechanism of dipole 
polarization along director (ε II ), then dipole polarization 

(ε ⊥ ) is carried out because of molecule rotation in cone 
limit with θ angle given b  value of order degree 
S= cos 2 θ-1)/2. At such molecule reorientation the 
overcoming of potential barriers supporting the nematic 
order in the substance is required. By this reason ε ⊥  
dispersion connected with contribution exclusion from 
dipole polarization caused by reorientation of longitudinal 

y
(3
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ribed 

The contribution into orientation polarization in the 
direction of optical axis of liquid crystals (ε II ) and in 

direction perpendicular to it (ε ) introduces the dipole 
moment of molecule. It is obvious that experimental 
evidence takes place if we will carry out the use of 
substance in molecules of which the dipole moment is 
directed under the angle β=90º to molecule long axis. 
Then the longitudinal component of dipole moment μ is 

equal to zero and consequently, only μ will make the 
contribution in dipole polarization. However, LC with 
such dipole structure we can’t select his case one should 
use the mesomorphic genes with possibly bigger β value 
in order that the contribution into polarization of 
transversal component of μ dipole would be big one. 

⊥

1

2

2

component of dipole moment μ 1  realizes in the region of 

more high frequencies than dispersion ε II .          
  The fact that observable dielectric properties of nematic 
liquid crystals can be explained by the ethod descm
above on the sample of LC2 and LC3 quantitatively with 
use of experimentally obtained values ε II ,  ε ⊥ , 2

0n , 2
en , 

μ , β , b, Δb and expressions for main dielectric 
constants (1.28) and (1.29). At β=0  we ain:   

                                    
obt     

ε׀׀ 0 )3()1()21(4 1
222 kTSNhFn χμπ ++=−    e

             (7)  

         (6)     

                            
   

                                             

kT3SNhFn )(4 222
0 =− μπε           

substitution of 

1−
0⊥

 

0n , en , μ , β  The ε ׀׀ 0 ,  
0⊥

ε , 
That’s why LC6 and LC7 are investigation objects 

(table 4), the molecular dipole moment of which is angle 
β=60˚ with molecule longitudinal axis. 

values and also h and F f d wi  av ge alu  
ε=(ε ׀׀ 0 +2 

0⊥
ε )/3 in equation systems (6), (7) and 

solution of system leads to values of S order degree and 
parameter limitation of molecular rotation 1x  presented at 
different temperatures in table 2. It is easily to understand 
that S values found by such way corres ond to usual 
values of order degree of nematics [3-4] and values of 
parameter 1x  which are negative ones by the sign 
proposed in theory [5,6] characterize the bif limitation of 
molecule ro tion round short axis in anisotropic melt in 
the comparison with isotropic-liquid state.  

Thus the obtained results shows that the contribution 
of longitudinal component of molecular d

oun th use of era v es

p

The dielectric constants and loss of LC6 and LC7 are 
measured in frequency range of electric field 0,01-30MHz 
in whole temperature interval of anisotropic melt (nematic 
interval expands because of overcooling) and in isotropic 
phase. 

The obtained dependences of quasi-static values ε ,  

ε and ε  of LC6  and LC7 are given on fig. 6. It is seen 
that for LC6  and LC7 the negative dielectric anisotropy 
the value and sign of which correspond with expression 
(8) and with main molecular characteristics: anisotropy of 
its direction relatively longitudinal axis of molecule 
(β=63˚) is character one.                       

II

⊥ из

ta

ipole moment 
μ 1  into dielectric polarization of mesomorphic genes in 
the director direction is carried out because of molecule 
rotation round transversal axes and in direction 
perpendicular to director because of reorientation in cone 
limit with θ angle given by value of S order degree.  

                                                 

      S
kT

FNhF ))cos1(
2

(
4

2
2

βμα
π
ε

−−Δ=
Δ        (8) 

 
Table 3 

Degree of orientation o r S  parameter at different temperatures in low-molecular liquid crystals 1xrde  and 
 

Liquid crystal Т˚ С ε  - 2n  ε  - 2n  Ѕ 
1x  II e ⊥ 0

LC1 109 11,9 5,8  0,4 0,4

 102 13,25  4,65 0,5 -0,4 

 94 13,6 4,6 0,6 -0,4    

LC2  130 9,35 4,6 0,6 -0,6 

 105 11,2 3,75 0,7 -0,6 

 95 11,05 3,5 0,7 -0,6 

      
               
The given molecular parameters an pre ons (5) 

and e used for establishment elative role of 
dif

allows calculating the contributions of each of molecular 
mechanisms into dielectric polarization LC6 and LC7. 

d ex
 of r

ssi
 (6) can b

ferent molecular mechanisms in equilibrium dielectric 
polarization of investigated anisotropic liquids. The 
substitution into (5) and (6) of ∆b, μ, β, Μ, Ѕ, h и F values 

The values χ дефII , χ орII1 ,  χ орii ,  χ деф⊥ ,   χ ор1⊥  and χ ор2⊥ found 
by such way are presented in table 5. 
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  There the values of limitation parameters of 
molecular rot on χ  ,  χ calc ted w th use o quasi-

static values ε   and  ε of express

ati ula i f 

ion (5) and (6) are 
als

g

Molecular characteristics LC6 and LC7 

 Chemical structure and temperatures of phase transformations Км, 10 μ Δb 

1

β˚ Δ ε 

1 2  

II ⊥

o presented. From table (5) it is seen that regions of 
frequencies and temperatures where dispersion ε II  and 

ε ⊥ is absent (fig.7), parameter χ 2 is bigger than zero 

meanwhile as χ 1 is negative one accordin  to 
experimental data.      

 
Table 4 

 

in Celsium degree 
9−  

Г 1− см 5  

(30 ) 2−  0В

D 0 25−  

cм 3  

 

LC6 Н О Н СОО С Н  С Н  С Н
    

 
 

xi)benzoat-2-cyano-hydrokinone 

4,2 58 -0,8 С 6 13 С 6 4 6  4 О 6  4 О 6  13  
           I 
             CN
К 85 Н 164 И
 Di-(4-н-hexylo

-0,1 210 

LC7 Н О Н СОО С Н  С Н  С Н
       

окси)benzoat-2-nitro-hydrokinone 

0,1 4,2 210 63 -1,1 С 6 13 С 6 4 6  4 О 6  4 О 6  13  
                            I 
                                 NO 2  
К 89 Н 163 И 
Ди-(4-н-гексил

 
his result corresponds to V. N.Tsvetkov theory and 

exp

u

in  are presented for LC6 and LC7 on 
fig.

fig.7 is theoretic curve obtained with use of Debye T
erimental data obtained in conditions of equilibrium 

dielectric anisotropy and equilibrium dielectric 
polarization. The different signs χ 1  and  χ 2 are explained 
by essential difference of freedom of molecule rotation in 
anisotropic melt round the presence of potential barriers 
which are defined by intermolecular interactions 
supported the further order in liquid crystal. From results 
presented in table 5 it is followed that transversal μ 2 and 

longitudinal μ 1 components of molecular dipole mo ent 
make contributions close by value into orientation part of 
dielectric polarization in the direction of optical axis LC6  
and LC7, i.e. χ орII is comparable one with value χ орII1 . Vice 
versa, the orien ion part of dielectric polarization in the 
direction perpendicular to optical axis in LC6 and LC7 
firstly is defined by χ ор2⊥ value, i.e. by transversal dipole 

component μ 2 , i.e. va es χ ор1⊥  are essentially less ones 

than χ ор2⊥  (practically by order and more).  The 
concl si ns are indirectly proved by results of 
experimental investigations of dielectric constant 
dispersion ε II  and  ε ⊥ . 

The obta ed data

m

tat

lu

o

7. The frequency dependences ε II and ε ⊥ are observed 
and essentially proved about ifferent molecular 
mechanisms which are responsible for their dispersion. 
The dependences ε II  and ε ⊥ on the frequency at each 
fixed temperature ca  be pre ented by dispersion curve 
with one relaxation time. Indeed, the solid line (ε II ) on 

equation for dipole relaxation. 
 

d

n s

 
Fig.6. The dependence of main dielectric constants of  

 quantitatively corresponds to experimental results 
(m

u

           LC6-LC7 on temperature.   
 
It

entioned by points) at value τ =2.1* 10 7− sec. The 
construction of circle diagram (fig.8) wi  use of 
experimental values of real '

⊥ε   and imaginary ''
⊥ε  parts 

of complex dielectric constant f LC6 and LC7 e ences 
about the same. The given results show on the revealing 
of one molecular mechanism which is responsible for 
low-frequency dispersion ε II and one molecular 

mechanism which is responsibl  for dispersion ε ⊥   of 
LC6 and LC7 in investigated temperature-freq ency 
region.  

 

th

v o id

e
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 Fig.7. The dependence of dielectric constant 

           '
IIε ,  '

⊥ε on electric field frequency. 
 
It is obvious that exclusion from dielectric 

pol

 of theoretic values  calculated 
wit

eq ne

becomes to reveal at temperatures 
bel

d relaxation phenomena decrease the 
con

n

treme high-frequency 

arization in the direction of optical axis of investigated 
LC of orientation contribution connected with molecule 
rotation round short axis χ орII1  corresponds to low-

frequency dispersion ε II , i.e. t  longitudinal component 
of dipole moment.   

  The comparison

o

χ орII1
h use of experimentally obtained molecular 

characteristics with χ орII1  value defined from dielectric 

increment (ε - ε М/4πρ= χ ор  shows on their 
coincidence.  Then the residual larization in the 
direction of optical axis LC6 and LC7 is caused by 
deformation part of dielectric susceptibility χ дефII and the 
one connected with molecule rotation r nd the 
transversal axes χ орII 2 . The essential dispersion χ орII 2 can be 
expected at the fr uencies which are higher o s than 
used at 30MHz.        

  The dispersion ε

0II 1 ) 
 
II II1

po

ou

⊥

ow 1000C in frequency region 5-30MHz. The decrease 
of ε ⊥  at maximum frequency 30MHz is 20-30% from 
total orientation polarization in the direction 
perpendicular to optical axis investigated LC. This 
dispersion is caused by exclusion from dielectric 
polarization of orientation part, molecule rotation round 
longitudinal axes and with μ 2 connected with transversal 
dipole component, as it was above mentioned only this 
mechanism is responsible for orientation part of ε ⊥ . As 

the given dispersion mechanism ε ⊥ only begins to 
develop in the investigated frequenc  range, then it 
probably doesn’t experimentally reveal in frequency 
dependence ε II . 

  The discusse

y

tribution into dielectric polarization ε II  and ε ⊥ of 
considered types of polar molecule rotation. his decrease 
can be characterized by change of χ 1  and χ 2  parameters, 
as they can reflect the decrease of orientation 
contributions into LC dielectric polarization. χ 1  and 

χ 2 values calculated on the use of equations (1) a d (2) 
and experimental data given on fig.7 in region of 
temperatures and frequencies corresponding to observable 
dispersion ε II  and ε ⊥ are presented in table 6. At 
temperature decrease a d frequency increase the both 
parameters χ 1 and χ 2 become the negative ones by sign 
and strive for value -1 (theoretic limit) reflecting the total 
exclusion of corresponding mechanisms from dipole 
polarization of mesomorphic genes in the correspondence 
of equations (1) and (2).  

  Temperature dependence of dielectric relaxation 
tim

T

 

n

es can be used for finding of activation energies of 
molecule rotation round transversal U II  and longitudinal 

U ⊥ axes. The dependences τ II  and τ ⊥  on reversal 
temperature for LC6 and LC7 are given n fig.9. From 
inclination of dependence the values U II  =20 kkal/ mol 

and U ⊥ =10kkal/ mol are defined.  
It is necessary to note that ex

 
o

value ε ⊥ defined by circle diagram (fig.8) essentially 

exceeds the value of square of index of refraction 2
0n . 

This means that besides the positions in theory [6-7] and 
experimentally observed molecular mechanisms of dipole 
polarization in the direction perpendicular to optical axis 
LCА there are other dipole mechanisms. 

They can be intramolecular rotation of polar groups 
and conformation reconstructions of molecules. For detail 
investigation of all polarization dipole mechanisms by LC 
method of dielectric spectroscopy the use of super-high 
frequency technique is required. However, there is the 
possibility of obtaining of information necessary for us 
only with the help of methods of radio-frequency range. 
For this reason the mesomorphic genes having the liquid-
crystal phase in the region of negative temperatures or 
having the big viscosity at room temperatures can be used 
as investigation objects. 

At this the relaxation frequencies corresponding to 
different dispersion regions of dielectric constants of LC 
shift to the region of low frequencies.  

The radio-frequency range is enough for experimental 
investigation of molecular mechanisms of dielectric 
polarization connected with longitudinal component of 
dipole moment (rotation of molecules round transversal 
axis) by the method of dielectric spectroscopy [83-90].   

The quantitative study of total complex of dipole 
mechanisms which are responsible for dispersion of main 
values of dielectric constants of individual mesomorphic 
genes in liquid-crystal and isotropic-liquid states requires 
the carrying of ε II ,  ε ⊥  and   ε из   measurements in wide 
frequency range of electric field including the super-high 
frequencies up to 10¹¹ Hz [91-93]. 

At absence of measuring equipment of super-high-
frequency range for investigation of dipole-orientation 
mechanism one can use the multi-component mixtures of 
liquid crystals having the anisotropic melt in the region of 
negative temperatures. At low temperatures the relaxation 
frequencies from super-high-frequency range shift to the 
side of radio frequencies as a result of high substance 
viscosity [8-9].     
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      Table 5 
parameters of molecules х1 and х2 of LC6 and LC7. The dielectric susceptibilities χ and limitation 

 t˚C см см см

 
ε II  χ II  χ дефII , 3  χ орII1 , 3  χ орII 2 , 3  x 1  x 2  

LC6 150 5.6 185 78 97(1+ 37(1+ x -
0.4

0.5

 
LC7 

 
128 5.4 177 87 

x 1 ) 

126(1+ x ) 1

2 ) 

33(1+ x ) 2

0 
-
6 

  см см , смε ⊥  χ ⊥  χ деф⊥ , 3  χ ор1⊥ , 3  χ ор2⊥   3  x  1 x 2  

        

Table 6 
The limitation parameters of molecular rotation molecules  and x n LC6 for different frequencies a

t˚C       

 

x1 2 i nd 
temperatures. 

x 1  x 2  

 0,15 MHz 0,5 МHz 1,5 МHz 5-30 МHz 0.15-5 МHz 10 МHz 20 МHz 30 МHz 

163 -0.4 -0.4 -0.4 0.7 0.1 0.1 0.1 0.1 

110 0.7 0.8 0.85 0.85 0.1 0.1 0.1 0.05 

90 -0.9 -0.9 -0.9 -0.9 0.1 0.03 -0.05 -0.1 

70     0.15 0 -0.2 0.35 

 

 
Fig. 8. Circle diagram for  LC6. *

⊥ε   

 
Fig. 9. The dependence of relaxation time  and 

owever, in this case the presence of several 
rel

quantitative study of all dipole mechanisms can be 

hanisms responsible for dispersion of main 
val

which are 
pre

3º -33ºС between crystalline (K) and 
iso

at firstly it has LC-phase in region of 
roo

τ II τ ⊥   
            on reversal temperature for LC6.  
 
H

axation times corresponding to different molecules of 
mesomorphic genes by geometric value and chemical 
structure consisting in mixture opposites to analysis of 
experimental results. The another possibility of 

realized at investigation of individual mesomorphic genes 
having the low transformation temperature into isotropic 
phase and also the big geometric sizes of molecules 
allowing to expect the low values of relaxation 
frequencies.  

In the work for quantitative study of whole complex 
of dipole mec

ues of dielectric constants of individual mesomorphic 
gene in liquid-crystal and isotropic-liquid states the 
monotropic 4-cyano-3-chlorfenile ether 4-hexyl-3-
chlordefenil-4-carboxylic acid (LC8) is used. 

The structural formula, molecular characteristics and 
temperatures of phase transformations 

sented in table 7. 
The investigated sample has the monotropic nematic 

(N) state in interval 2
tropic (I) phases. 
The choice of this substance as investigation object is 

defined by the fact th
m temperatures, secondly, its molecule consisting 

three benzene rings, two complex-ether groups and long 
end alkyl chain has comparably big sizes, thirdly there are 
some polar groups with different direction of dipole 
moment in the molecule and consequently, there are 
transversal and longitudinal components of molecular 
dipole moments essential by value. The given factors 
allows us the supposition that all dipole mechanisms 
connected with molecule rotation round its long and short 
axes can make the essential contribution into dielectric 
polarization and reveal at its dispersion in radio-frequency 
range in both nematic and isotropic phases.    
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   Table 7 
Molecular characteristics of LC8 

Short Chemical structure and phase transformation temperature Км, 10

3

μ Δb 

1
cм

β˚ Δ ε 
 

name 
of 
LC 

 
9−  

г 1−  

см  5

00В 2−  

D 0 25−  
3 

 

LC8 - СОО-С Н О-С Н

C
К  

4-cyano –3- chlorfe yl-3-chlobifenil-4-

 200 25 16 С 6Н 13 С 6Н 4 -С 6  Н 4 - 6  4 - 6  13  
l             l 
l           Cl 

 85 Н 164 И
nile ether 4-hex

carboxylic acid 

7,9 6,6

 
he study of electric double refraction (Kerr effect) 

and

of dielectric constants of LC8 are 
car

 fi
ncy region f=10²-10³ 

Hz 

T
 dielectric polarization of dissolved solutions of LC in 

tetrachloremethan allows the defining of value of 
molecular dipole moment μ and its direction (angle β) in 
molecules. The value consideration is equal to 6,6 Debye 
and 23˚ (table 7).  

The measurements 
ried out in frequency range 5Hz-100MHz in isotropic 

and in liquid-crystal phases. The dependence of imaginary 
part of dielectric constant ''ε  on real one 'ε  measured 
in isotropic state is given on g.10.  

It is easily to see that in freque

из из

*ε  value treats the strong dispersion in the result of 
whic he dielectric constant value differs from square of 
index of refraction 2n =2,62 at the same temperature in 

frequency region f=1 ²-10³ Hz. This means that *ε    
dispersion is accompanied by practically total exclus  
of dipole mechanisms from dielectric polarization of 
investigated sample. At the same time the diagram 
presented on fig.10 obviously shows that for dispersion 

*ε  are responsible the some molecular mechanisms. 
t’s why for further consideration and analysis of 

obtained experimental data it is comfortable to use the 
constructions of 'ε  dependences as ''ε 2πf function.  
The given construction with use of ex rimental data 
(fig.10) is given on fig.10. The presented results indirectly 
illustrates that dispersion *ε  can be characterized by 
three dipole mechanisms ith essentially differing 
frequency dispersion regions (practically on order) of 
dielectric constants (fig.11).  The relaxation times 1из

из

h t

a

из

0

из

из

ion

из

Th

из

pe

из

w

τ , 

2изτ  and 3изτ  corresponding to different obse  

rsion m s *ε at several temperatures are 
given in table 8. 

The analogo

rved

dispe echanism из

us results are obtained at dispersion 
exp

presented on fig.12 and 11. The three dispersion regions 
tic 

xation that is 
dir

pposed in 

erimental investigation of main values of complex 
dielectric constants *ε  и *ε measured in directions 
parallel and perp cula o optical axes of 
macroscopically homogeneous oriented sample in 
nematic phase. Koul-Koul diagram and corresponding 
construction of dependence 'ε  on 2πf ''ε  are 

of main dielectric constant nema *
изε  clear reveal in 

isotropic phase at each fixed temperature.  
  According to dispersion *

⊥изε it is also characterized 
by several mechanisms of dielectric rela

изII

endi
⊥из

r t

изII II

ectly illustrated by experi tal data presented on 
fig.13. However, in last case the construction of 
dependence '

⊥ε  on ''
⊥ε 2πf (line 2 on fig.11) leads to 

smooth curve which doesn’t allow emphasizing of 
different me nisms sponsible for dispersion *

⊥изε  
with the use of discussed before method. Probably this is 
connected with the fact that corresponding mechan  
defining the frequency dependence *

⊥изε are divided by 

frequencies essentially less than in dispersions *
изIIε . 

  In the given case for quanti e analysis of 
relaxation processes one can use the method su
ref

men

cha  re

isms

tativ

 [7] according to which the dependence construction of 
generated d ε⊥'d(2πf ε⊥″) on 2πf ε⊥″ allows the defining 
the number of relaxation processes n and their relaxation 
frequencies fp.  The analysis of curve ε⊥″=(2πf ''

⊥ε ) with 
the use f р¡  and n allows us the emphasizing the 
contributions made by each relaxation mechanism into 
dispersion *

⊥изε and constructing for them the circle 
diagrams. The circle and Koul-Koul diagrams obtained by 
such way c ucted by experimentally defined ε⊥' and 
ε⊥'' at 24ºС are presented on fig.13. The relaxation times 

123⊥

onstr

τ  =1/2π 123рf corresponding to revealed relaxation 
processes are given in table 8. From the given data it is 

 to see ues 2IIeasily that val τ    and   2⊥τ   and also 3IIτ    

and   3⊥τ  are practically the same. This can show on the 
fact that molecular chanisms esponsible r 
corresp ding relaxation processes are similar ones. 
Probably for understanding and explanation of obtained 
experimental results it is necessary to consider the 
analysis of molecule dipole construction of investigated 
sample. 

  μ=6,6Д  and  β=23º values allows the establishing 
that dielectric properties of LC  should be defined by not 
onl

me fo
on

r

y one longitudinal component μ1= μ cosβ, but the 
essential contribution into dipole polarization can be 

1
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made by normal component of dipole moment μ 2 = μ 
cosβ. It is obvious that the more low-frequency 
mechanism responsible for dispersion of main diel tric 
constants in isotropic *

изε   and nematic II

ec
ε * and *

изε  is 

caused by mechanism of moment μ1. However, if 

dispersion IIε * and  *
из  is caused by mechanism

molecule rotation round short transversal axis then the 
other mecha m which precession motion of molecule 
longitudinal axis on cone surface the realization of which 
is possible because of difference of order degree S of 
liquid crystal from unit [6,3] can be responsible for low-
frequency dependence *

⊥ε .                                                     
 

ε

is 

 of 

 

nis

  

 
 
Fig. 10. Koul-Koul diagram for  LC8 (67 ). The  
          cies ar ear hands  

ε из ˚
 in MHz.    frequen e shown n

 

 
Fig.11. depe  on ε˝2πf LC (1),  

            tem  30˚С, 24˚С ˚С  

 
relax

 The 

из  (3) at

1II

ndence ε΄

peratures

 for ε II

 and 50

ε ⊥

me

 (2), 

 ti

ε
          correspondingly.   
 

entioned the difference inAccording to above m
ations τ  and  1⊥τ    is possibl e ro f 

mo
e, i.e. th tatio  on

lecule longitudinal axis round transversal axis is 
connected with ov oming of potential barrier 
responsible for further orientation order in isotropic melt 
whereas the precession realization doesn’t require the 
overcoming of potential barrier. It is obvious by the same 

reason the one and the same mechanism of molecule 
rotation round short axis in nematic and isotropic states 
can be characterized by relaxation times 1II

erc

τ   and  

1изτ differing more than one order. Along with mentioned 
above molecular mechanisms of dielectrically active ones 
there is the mechanism of molecule rotation round 

itudinal axis the exclusion of which from dipole 
polarization is defined by the presence of dispersion 
second region II

long

ε * , ε⊥* and *
изε (fig.10-13). 

According to more high-frequency region of dielectric 
relaxation it is obvious that it can be connected with 
intramolecular tations of s arate polar ro ep groups, for 
example, chlorcyanofenil fragment round para-aromatic 
bond of molecule having the conformation of 
“crankshaft” (8). The contribution of this mechanism into 
sample dipole polarization reveals in more high-frequency 
dispersion region IIε *, ε⊥* и  *

изε  (fig.10 - 13).  
The evidence of mentioned point of view relatively 

molecular dielectric relaxation in the investigated sample 
can serve the analysis of dipole construction with the use 

        

of 

    

obtained dielectric data obtained in present paper. 
Indeed, the possibility of experimental division of 
different mechanisms of dipole polarization (fig.10,13) 
can be used for finding of longitudinal and normal 
components of molecule dipole moment with the use of 
limit values of dielectric constants ε из corresponding to 

different frequency dispersion regions ε 0из  = 16,   

ε 1из  =5,7 , ε 2из  = 3.7 and  ε 3из = 2
изn 2,62 ( fig.1) and 

also formula:    
                        

=

        
)2( is

            
41+ nisn        

                         (8) 

ich

2)((9 22
1 +−=+n nTnkT επεεεμ 2

in wh

cos

+n

        
n

              n=0,1,2,3…         
 

μ  і=0,1,2 it is easy to obtain the values μ1= 

=5.1D, μβ 2= μsиnβ=2,4D and μ=1,9Dº. The values μ1, 

μ2 and μ found by given method lead to value β=29º 
which less differs from one found by independent method 
in solutions of the same sample. The results obtained in 
nematic phase can be also used in analysis of molecule 
dipole construction of investigated liquid crystal.    
 

 
Fig.12. Circle diagrams for * LC8 at temperature 30˚С. ε II
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With this goal one can use the expressions defining 
the contributions into dielectric polarization и ε⊥of 
dipole mechanisms connected with longitudinal and 
transversal components of molecular dipole moment: 

 

ε II  

 ε ׀׀ 0 -ε =1׀׀ kTSNhF 3)21(4 2
1

2 +μπ                (9) 
 
ε ׀׀ 1 -ε =2׀׀ kTSNhF 3)1(4 2

2
2 −μπ                  (10) 

                                        
410 =− ⊥⊥ εε kTSNhF 3)1(2

1
2 −μπ              (11) 

                                      

421 =− ⊥⊥ εε kTSNhF 3)1(2 +μπ           (12)
2

 

The use of experimental values 0II

2
1  

ε =28,5, ε  ,6=1׀׀

ε ε⊥0 ;4,2=2׀׀ =12,6, 1⊥ε =9,3, 2⊥ε =4,3 of formulas (9)-

(1

μ

0) an 6 at 24 eads t μсо =5D, d S=0, ºC l o values μ 1 = sβ

2=

μ

μ inβ= 8D (fo μсοѕβ=4,5D, s as 9 and 13, rmul 0) μ 1 =

2=μsinβ  (form s 11 ned 
values s r from LC found in isotr
res  of S orientation order degree 
value.  

esented on fig.12 an
obv he fact that intramolecular 
mechanism of polarization makes the contri
only into dielectric properties in isotropic sta
main values of dielectric constants 

=3,8D ula  and 12). The obtai
ome diffe opic phase as a 

ult of approximated value

The experimental data pr
ious illustration of t

d 13 are 

bution not 
te but into 

II

anisotropic melt LC8. Thus the investigation of dispersion 
of main

                                                          _______ ______
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OPTICAL PROPERTIES OF SrTiO3 FILMS 
 

А.А. AGASIYEV, E.М. MAGERRAMOV, Ch.G. AKHUNDOV, 
М.Z. MAMMADOV, S.N. SARMASOV, G.М. МАMMADOV 

Baku State University, AZ 1148, Baku, Z.Halilov str., 23 
 

The spectrums of optical absorption of amorphous and single crystalline films SrTiO3 at temperatures: 105К, 300К, 400К are 
investigated. The temperature dependences of slope absorption edge, forbidden gap and characteristic constant of Urbah rule are 
obtained. The forbidden gap of single crystalline film SrTiO3 Eg ≈ 3.2 eV and average shift of absorption edge                         
dEg / dT =-8⋅10-4 eV/degree are defined. It is established that edge of optical absorption of SrTiO3 film is obeyed to Urbah rule and 
the absorption in the investigated region is caused by the transition of electron interacting with phonon.          

 
1.  INTRODUCTION 

The semiconductor electronics is the important part of 
the basis of scientific and technological revolution. The 
projects of cybernetics and radio engineering, radio-
electronic devices and number cruncher appear because of 
successes of growing technology of semiconductor 
crystals.  

The foundation of semiconductor technology is the 
science of materials unusually influencing on whole 
scientific-technical progress. It deals with peculiar 
“synthetic” substance nature having the super-high 
frequency and crystalline perfection. The pure level is the 
sample for other material authority directions. Its 
conversion in technology of glassy materials allows us to 
improve the clarity of fibrous light-emitting diodes in 
milliard times and creating the new perspective type of 
laser communication: fiber systems. The first periods of 
industry development of semiconductor electronics were 
connected with elementary semiconductors: selenium, 
germanium, silicon.         

   The silicon is still the “basis” of transistor industry 
and new microprocessor technology. The more various 
semiconductor compounds are taken in future period. 
They are irreplaceable ones in light receivers of different 
wave band and also in diode radiation sources.  

If earlier one can solve the appearing tasks by the way 
of material selection from known ones, then the problem 
of “crystal engineering” which is the creation of materials 
with earlier given properties becomes the more important 
as far as possible to widen the task circle and increase the 
requirements to materials. The forbidden gap, the type of 
band structure, carrier life times, lattice spacing and 
others are related to given parameters. The oxygen-
octahedral compounds ((АВО3, where A is alkali or 
alkaline-earth ion and B is ion of transitional element) 
have the series of interesting properties. They use in 
information systems and also as catalyzers because of 
АВО3 materials have the empty d-states in conduction 
band [1]. The structure of these compounds consists of 
ВО6-octahedrons in which the A atoms occupy the empty 
places. In АВО3 compound families there are the some 
basis structures: 1. perofskite structure; 2. trigonal 
structure; 3.the structure of tetragonal potassium-wolfram 
bronze. 

These materials are already used in devices based on 
surface-acoustic waves and integral optics and also in 
holography and cryoelectronics [2-4]. The operation of 
these devices depends on fundamental properties of 
materials and external factors. The interest to this 

compounds  isn’t exhausted by applied aspects. The study 
of ВО6 –octahedron role in АВО3 materials can explain 
the many electronic phenomena taking place in these 
crystals, in particular, the revealing of distortion character 
of ВО6 octahedron at phase transitions (PhT), the change 
of interaction between А-О and В-О atoms and their 
influence on energy spectrum of electrons. Besides that 
the presence of transitional elements in the form of 
octahedral complexes in АВО3 compounds makes these 
crystals the model ones for study and understanding of 
catalysis and adsorption processes. 

All above mentioned stimulates the investigation of 
optical properties of thin layers of АВО3 compounds in 
wide energy and temperature intervals with the aim of 
revealing of their electron structure connected with 
structural changes and character of interband transitions 
in thin layers of АВО3 compounds.  

In this connection we have carried out the 
investigation of optical properties of SrTiO3 films being 
typical representative of АВО3 compounds with 
perofskite structure in the region and on the edge of 
fundamental absorption.            

   
2.  EXPERIMENT TECHNIQUE 

For measurement of absorption coefficient we chose 
the spectrophotometric technique with taking under the 
consideration of multiple reflections described in refs [5-
6]. If the light falls on the sample having the form of 
plane-parallel plate (by d thickness) and the absorption in 
it isn’t very big one, then one needs to take under 
consideration the multiple reflections. In the case when 
the interference isn’t observed between transmission 
coefficient (T), absorption coefficients (α) and surface 
reflection (r) we obtain the following expression:     
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Solving (1) and (2) relative to r and taking under 

consideration that R is always bigger than r we obtain:
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Measuring T and R one can calculate r, knowing r by 

(1) one can find α  values. 
In the region of strong absorption Т≤ 0.1, α d>1 and 

ехр (-2 α d)<<1. If one take under consideration that r<1, 
then r2ехр(-2α d)<< 1.     
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Using the expression (4) one can define α only for two 

samples at d1 and d2 thicknesses. If the transparency of 
both Т1 и Т2 < 10%, then absorption coefficient of 
samples can be calculated by formula: 
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where E1 and E2 are intensities of beams passing through 
samples by d1 and d2 thicknesses. In the case α >1 the 
error at α definition from expression (4) doesn’t exceed 
the maximal experimental one in the definition of 
reflection and transmission coefficients 2%.  

  The measurement of transmission T and reflection R 
coefficients in energy region (1-6eV) carry out on 
installation, the block scheme of which is shown on fig.1.  
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Fig. 1. The block diagram of measuring installation. 
            И- radiation sourceя (lamps:ДКСШ-  
            150,500;КГМ 24-150); 
            1 is monochromator (2-Р); 2 is lamp power unit; 3 is  
            mechanical modulator of light intensity; 4 is  
            modulator power unit; 5 are lenses, filters; 6 are  
            mirrors; 7 is sample; 8 is EMF measurer of (BК2-20)  
            thermocouple; 9 are photoelectronic miltiplier  
            (PhEM-39,51,79,83); 10 is PhEM power unit  
            (Б5-24А); 11 is narrow-band amplifier of alternating  
            current (У2-6);12 is synchronous detector (КЗ-2); 13  
            is electronic numerical voltammeter (B7-21); 14  
            is two-coordinate potentiometer-self-recorder  
            ЭНДИМ -620-02); 15 is stabilized source of direct  
            current (ТЕС-7,ТЕС-88); 16 is electrometric  
            amplifier of direct current (У5-9); К is cryostat ; Т is  
            thermocouple. 

 
The main parts of installation are:  
1. Optical part is monochromators VSU2-P and 

SPM-2 for spectral region of radiation (1.0÷6.0 эВ);  
The system of receiving and increasing of the4 signal 

is the photoelectronic multipliers ФЭУ-39,51,79,83; 
narrow-band resonance amplifiers У2-6 and В6-4; 
synchronous phase-sensitive detector КЗ-2; modulation 
systems of light intensity and registration system of the 
signal which is two-coordinate electronic automatic 
recorder “ЭНДИМ -620”.  

As the edge of optical absorption of the investigated 
films is in the near ultraviolet spectrum region, then 
iodide filament lamps with quartz balloon by power 150 
watt and xenon lamps ДКСШ-150 the radiation intensity 
of which are supported as strongly constant one with the 
help of stabilization of voltage given to the lamp are used 
as the radiation sources. The change of stabilized supply-
line on 10% is voltage ДКСШ-15 10-2 %. Simultaneously 
the air lamp cooling is carried out. The prism from dense 
flint F-1, quartz prism and diffraction lattice on 600 
шт/мм? are used for obtaining of monochromatic 
radiation in the dependence on spectrum region. The 
resolution of spectral devices along whole given spectrum 
region are not more than 5-10-3 eV.  

At measurement of sample transmission the 
monochromatic radiation with Е0 intensity falling on the 
sample modulates by specially constructed mechanical 
interrupter with frequency 78 Hz. The light modulated 
with the given frequency passing through the sample falls 
on radiation receiver (ФЭУ-39,51,79,83) with sensitivity 
spectral region (0.16÷0.6 mcm). The signal from ФЭУ 
arrives on input of selective amplifier У2-6 (В6-4), 
increases and is given to input of phase-sensitive detector 
КЗ-2. The reference signal of the same frequency by 1,5V 
value from photodiode embedded in interrupter holder 
also is given on detector input. The friendly signal is 
recorded on two-coordinate automatic recorder “ЭНДИМ 
-620” emphasized on phase-sensitive detector. The record 
of (E0) sample radiation is fixed by electronic voltmeters 
by В7-21 (or ВК2-20) type with further record on 
automatic recorder. The series of neutral filters is used for 
measurement of light intensity. 

All spectrum investigations are carried out in 
temperature interval (90÷400К). The sample temperature 
is controlled by thermoelectromotive value of calibrated 
thermocouple cuprum-constantan. The sample heating up 
to 400K by linear law is provided for. The stabilization of 
the given temperature at investigation of temperature 
dependences in stationary mode is carried out with the 
help of modified block МР-64-02 through which the feed 
of cryostat heating elements from low-voltage stabilized 
source Б5-21 is made.  

The films SrTiO3 spread on quartz and glassy 
substrates are used for measurement of absorption 
spectrums. The film thickness varies in limits (0.5÷ 
3.5mkm). The spectrums of optical absorption of 
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amorphous and single crystalline films at temperatures: 
105К, 300К, 400К. 

 
2.  THE RESULTS AND THEIR DISCUSSION 

As it is seen from fig.2 and 3 for spectrum of 
absorption coefficient of single crystalline SrTiO3 is 
clearly seen the exponential dependence of absorption 
coefficient on photon energy. The temperature increase 
leads to line shift into low-energy region. Moreover, it is 
also seen the change of absorption edge slope. The 
character changes are also observed for amorphous films 
(fig. 2) SrTiO3. However, the picture isn’t enough clearly 
expressed the dependence that is connected with film 
amorphism.  

 

 
 
Fig. 2. The spectrums of absorption coefficient of SrTiO3  
            amorphous films at different temperatures T:  
            1-300К, 2-105К, 3-400К. 
 
 

α0, Е0 

105 

104 

103 

102 

α, см‐1 

1 

2 

3 

2.5  3.0  3.5 4.0  Е, эВ

 
Fig.3. The spectrums of absorption coefficient of SrTiO3   

                monocrystalline films at different temperatures Т:    
          1-400К, 2-300К, 3-105К. 
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Fig. 4. The temperature dependences of absorption edge  
            slope (1/s), forbidden band width (Еg) and σ   
            (characteristic constant of Urbach rule) for SrTiO3  

                  monocrystalline film. 
 

120 

60 

3.0  3.5  4.0  Е, эВ 

α
, с
м

‐1
 

α
1/

2  c
м

-1
/2

 

 
 
Fig.5. The spectrum α 1/2 characterizing the presence      
           of indirect transitions in SrTiO3  
           monocrystalline films. 
 
As it is seen from the figure the absorption coefficient 

in the range of values α=3⋅10-3cm-1 exponentially depends 
on photon energy by law:      
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where 
kТ

S
σ

=  is optical absorption edge slope, Е0 and 

α0 are character constants which are character to the given 
substance, σ is Urbah character constant. The analysis of 
spectral dependence α shows that absorption edge slope 
increases with temperature decrease which is the value by 
S -1 ≈ 53 meV-1 order at room temperature.  

The average shift of absorption edge               
dEg/dT=-8⋅10-4eV/degree has been defined on the basis of 
carried investigations from temperature dependence of 
spectral characteristics on the level α=103 cm-1. The 
temperature dependence of slope edge (S-1), the forbidden 
gap (Eg) and character constant of Urbah rule [7] (fig.4) 
have been constructed. The carried investigations show 
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that absorption edge of SrTiO3 film is obeyed to Urbah 
rule and the absorption in the investigated region is 
caused by electron transfer interacting with phonon. The 
construction of the dependence α1/2 on hν  reveals the 

presence of indirect transition. From obtained data the 
forbidden gap Eg ≈  3.2 eV is defined. These data are well 
correlated with known single crystals well known from 
literature [8].  
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	S. MEENAKSHIa, V. VIJAYAKUMARa+, A. EIFLERb, H. D. HOCHHEIMERc
	III    RESULTS AND DISCUSSION
	The pressure volume (P-V) data for ZnAl2Se4 is shown in Fig. 2. The P-V data show a small kink around 4 GPa, although the diffraction pattern at this pressure show no change in the intensity distribution. A similar kink has been observed in the equation of state data of HgAl2Se4 [7]. High pressure Raman studies [6] on HgAl2Se4 and ZnAl2Se4 also show that band width changes occur for most of the bands in the pressure range between 4-6 GPa and these changes were assigned to the two stage order-disorder transition.  Because of the low pressure kink and inability to slowly increase the pressure in the low pressure region (in the absence of a ruby pressure measuring setup), the P-V data points below the kinks are few and hence the bulk modulus could only be estimated (43.7 GPa).  This indicates that in spite of covalent bonding, the material is very compressible in the DCP phase. 
	High pressure Raman studies on most of the DCP materials [2,3,6,9] show that the band width decreasess for most of the bands in the pressure range between 4-6 GPa before increasing as the transition pressure is approached. Such sharpening of Raman bands prior to a transition is a clear indication that these modes are becoming less dispersive (flat) under pressure. [The collection optics, depending on the aperture, invariably gather signal over a range of scattering vectors. Thus, if the band dispersion decreases, the band will become sharper]. These less dispersive bands are a condition that favors amorphization / disorder [14]. 
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	Table1. 
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	1
	2
	3
	4
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	0
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	1.2
	Voc, mV
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	Jsc, mА/сm2
	10.7
	19.0
	20.1
	19.0
	19.0
	FF
	0.28
	0.58
	0.67
	0.58
	0.41
	(, %
	1.2
	7.4
	10.3
	8.0
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	Rs, Оhm(сm2 
	28
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	2.8
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	27.5
	Rsh, Оhm(сm2
	230
	750
	720
	705
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	7.3(10-3
	1.5(10-6
	8.2(10-8
	2.0(10-7
	3.0(10-7
	Diode factor, A
	7.0
	3.8
	2.5
	3.0
	3.8
	Jph, mА/сm2
	11
	19.8
	20.2
	19.3
	19.6
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